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While recent experiments provided compelling evidence for an intricate dependence of attosecond
photoemission-time delays on the solid’s electronic band structure, the extent to which electronic transport
and dispersion in solids can be imaged in time-resolved photoelectron (PE) spectra remains poorly
understood. Emphasizing the distinction between photoemission time delays measured with two-photon,
two-color interferometric spectroscopy, and transport times, we demonstrate how the effect of energy
dispersion in the solid on photoemission delays can, in principle, be observed in interferometric
photoemission. We reveal analytically a scaling relation between the PE transport time in the solid
and the observable photoemission delay and confirm this relation in numerical simulations for a model
system. We trace photoemission delays to the phase difference the PE accumulates inside the solid and, in
particular, predict negative photoemission delays. Based on these findings, we suggest a novel time-domain
interferometric solid-state energy-momentum-dispersion imaging method.
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Attosecond spectroscopic techniques have been exten-
sively employed to investigate time-resolved photoelectron
(PE) emission from gaseous atomic [1–4] and solid targets
[5–12] for more than a decade. For solid targets, photo-
emission time delays are usually interpreted as the transport
time for ballistic electron transport in the solid [5–8,10,12].
This ballistic transport mechanism is challenged by a recent
reconstruction of attosecond beats by interference of two-
photon transitions (RABITT) experiment with solid targets
by Locher et al. [8]. Their experiment reveals an intricate
dependence of photoemission delays (phases) on the final
PE kinetic energy εf for photoemission from the 4d band of
Ag(111) and 5d band of Au(111) surfaces, drastically
deviating from the predictions of a classical free-electron
transport model. Surprisingly, the measured time delays for
Ag(111) alternate rapidly between large negative and large
positive values as a function of εf, blatantly contradicting
the ballistic mechanism. Similar pronounced phase changes
in RABITT spectra were observed from Ni(111) and Cu
(111) surfaces [9,13] and understood as final-state shape
resonances [14]. RABITT phases measured from the Cu
(111) 3d band show a resonancelike increase [10], which
the authors interpret as due to non-free-electron propaga-
tion and the formation of an effective PE mass across less
than two atomic layers [14].
The influence of the PE group velocity derived from

band-structure calculations [5,15,16] on the PE transport
time can be understood intuitively within transport
models [5,8,15,17–20]. However, attosecond spectroscopy

measures the spectrally resolved phase accumulated during
the entire photoemission process, i.e., the (spectrally
resolved) phase velocity of the PE wave packet. It is thus
directly related to the PE phase and phase velocities, rather
than to the PE group velocity. Both the PE group and phase
velocity are determined by the solid band structure. Their
clear distinction is essential for the insightful tracking of
electronic transport and dispersion in time-resolved photo-
emission spectra, but has not been addressed in time-
resolved PE models [5,8,10,15,17–25], to the best of our
knowledge.
Separating electronic excitation and propagation in the

solid, we here unambiguously demonstrate how electronic
dispersion affects the interferometric photoemission-
time delay in two-color, two-photon attosecond interfero-
metric photoemission. We take the simplest, i.e., parabolic,
dispersion relation as an example. Representing electronic
dispersion in the solid by the energy-dependent effective
electron mass, we analytically reveal for a simplified model
system the scaling law

tpe;2q ¼ t0;2q þ αðR2qÞttr;2qþ1; ð1Þ

between the PE transport time in the solid ttr;2qþ1 and the
photoemission-time delay tpe;2q that is observable in
RABITT sideband (SB) spectra. t0;2q is a sample-indepen-
dent offset. The scaling factor α very sensitively depends on
the ratio R2q ¼ me;2q−1=me;2qþ1 between the effective
energy-dependent PE masses inside the solid, me;2q−1

PHYSICAL REVIEW LETTERS 125, 043201 (2020)

0031-9007=20=125(4)=043201(6) 043201-1 © 2020 American Physical Society

https://orcid.org/0000-0001-9378-6601
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevLett.125.043201&domain=pdf&date_stamp=2020-07-24
https://doi.org/10.1103/PhysRevLett.125.043201
https://doi.org/10.1103/PhysRevLett.125.043201
https://doi.org/10.1103/PhysRevLett.125.043201
https://doi.org/10.1103/PhysRevLett.125.043201


and me;2qþ1, for emission by high-harmonic (HH) compo-
nents of the attosecond pulse trains (APTs) of orders 2q − 1
and 2qþ 1 with photon energies ð2q − 1ÞωIR and
ð2qþ 1ÞωIR, respectively (throughout this Letter we use
atomic units, unless specified otherwise). The infrared (IR)-
laser photon energy is designated as ωIR. A small deviation
of R2q from one can significantly change the sign and
magnitude of α (Fig. 1). This sensitive dependence of tpe;2q
on R2q, and thus on the PE energy, explains the unusual
energy dependence of recently measured photoemission-
time delays [8]. Below we validate Eq. (1) by numerical
solution of the time-dependent Schrödinger equation
(TDSE). Based on Eq. (1), we propose a novel method
to extract accurately photoemission-time delays for imag-
ing electronic dispersion in real solids, as an important step
towards advanced applications of attosecond chronoscopy.
We represent the vector potential of the extreme ultra-

violet (XUV) APT with pulse length tX, in terms of its
spectrally narrow odd HH components with amplitudes
AX0;2qþ1 and phases φ2qþ1, as AXðtÞ ¼

P
q AX;2qþ1ðtÞ ¼

fXðtÞ
P

q AX0;2qþ1e−i½ð2qþ1ÞωIRtþφ2qþ1�, with the Gaussian

temporal envelope fXðtÞ ¼ e−2 ln 2ðt=tXÞ2 . We first focus
on the excitation to electronic continuum states in the

solid by the XUV APT at a specific lattice site and
generalize our study to XUV photoexcitation in real solids
further below. Excited electrons are assumed to traverse a
vacuum region of thickness d before propagating across a
solid film of thickness dW (Fig. 2). Upon reaching the solid
exit surface, PEs either absorb or emit an IR photon as they
move to the detector, forming XUV-IR delay-dependent SB
spectra. We represent the IR pulse by the vector potential
ALðz; t − τÞ ¼ Θðz − zsÞAL0ðt − τÞ cos½ωIRðt − τÞ�, where
Θ is the unit step function. It is delayed by τ relative to
the XUVAPT and assumed to be fully screened at the exit
surface [17] located at zs ¼ dþ dW (Fig. 2).
At the central SB-2q energy k2f=2 ¼ εi þ 2qωIR, the

total phase difference between contributions from HH
components 2qþ 1 and 2q − 1, followed by emission
and absorption of one IR photon, respectively, is ΔΦ2q ¼
Δξ2qðzÞ − Δφ2q − π − 2ωIRτ [26], with Δφ2q ¼ φ2qþ1 −
φ2q−1 and the relative phase of π between IR photon
emission and absorption. The ground-state energy of the
model system is denoted as εi. Assuming initial states
localized at z ¼ 0, the spatial propagation-phase difference
between the interfering SB channels for the model system
becomes

Δξ2qðzÞ ¼
� ffiffiffiffiffiffiffiffiffiffiffiffiffi

2ε2qþ1

q
−

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2ε2q−1

q �
dþ ðk2qþ1 − k2q−1ÞdW:

ð2Þ

The PE momenta k2q�1 inside the slab correspond to
energies ε2q�1 ¼ εi þ ð2q� 1ÞωIR. Representing the influ-
ence of dispersion on the excited electron wave packet in the
slab in terms of me;2q�1 and writing the group velocity as
vg;2qþ1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ε2qþ1=me;2qþ1

p
, the spatial phase accumulation

k2q�1dW ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2me;2q�1ε2q�1

p
dW across the slab width dW ¼

vg;2qþ1ttr;2qþ1 allows us to identify in Eq. (1) the sample-
independent offset
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FIG. 1. Scaling factor αðR2qÞ in Eq. (1) as a function of the
effective mass ratio R2q of PEs released by successive odd HHs of
order 2q� 1 of the XUVAPT. Approximate results according to
Eq. (5) and exact results for final PE energies ε2qþ1 ¼ 5ωIR

(diamonds and solid blue solid line), 10ωIR (squares and dashed
blue line), and 20ωIR (circles and dotted blue line). The vertical
dotted line indicates equal effective masses with an enlarged view
in the inset.

FIG. 2. Model system used to derive the scaling relation in
Eqs. (1), (3), and (4). PE dispersion is tunable by adjusting the
well depth (barrier height) V0. Case A depicts free and case B
dispersive propagation with effective mass me;2qþ1 in a slab of
width dW [Eq. (6)].
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t0;2q ¼
ð ffiffiffiffiffiffiffiffiffiffiffiffiffi

2ε2qþ1

p
−

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2ε2q−1

p Þd − Δφ2q − π

2ωIR
ð3Þ

and the scaling factor

αðR2qÞ ¼
ðk2qþ1 − k2q−1Þvg;2qþ1

2ωIR

¼ ε2qþ1

ωIR
−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2q

ε2qþ1

ωIR

�
ε2qþ1

ωIR
− 2

�s
: ð4Þ

Equations (1), (3), and (4) quantify the effective mass change
between electrons emitted by adjacent odd HH components
of the APT on the observable tpe;2q. For ε2qþ1 ≫ ωIR,
αðR2qÞ in Eq. (4) becomes

αðR2qÞ ≈
ffiffiffiffiffiffiffi
R2q

p þ ð1 − ffiffiffiffiffiffiffi
R2q

p Þ ε2qþ1

ωIR
: ð5Þ

It strongly depends on R2q and the energy ratio ε2qþ1=ωIR

(Fig. 1). For ε2qþ1=ωIR ≥ 5, Eq. (5) is a very good
approximation for Eq. (4).
We validate the scaling relation given by Eqs. (1), (3),

and (4) by numerically solving the one-dimensional TDSE
for the model depicted in Fig. 2. To pinpoint the effect of
energy-dependent PE dispersion on time-resolved photo-
emission, we emphasize the energy dependence of the PE
effective mass,

me;2qþ1 ¼
ε2qþ1 − V0

ε2qþ1

; ð6Þ

by representing PE dispersion in the solid in terms of a
potential well or barrier with tunable depth V0 < 0 or
height V0 > 0, respectively. We consider electron release
by a HH component 2qþ 1 of the APT at the specific
lattice site with coordinate z ¼ 0. The released electron
propagates across a well (barrier) of depth (height) V0 and
width dW with the effective mass (6), starting at position
z ¼ d. Finally, it is exposed to the IR pulse at the exit
surface of the well (barrier) at zs ¼ dþ dW . We set d ¼ 15
to avoid distortion of the ground state by V0 ≠ 0. We model
dispersion in the slab assuming that PEs released by HHs
orders 2qþ 1 ≥ 51 propagate freely (case A: V0 ¼ 0, i.e.,
me;2qþ1 ¼ 1), while electrons excited by HHs of orders
2qþ 1 ≤ 49 propagate with an effective mass me;2qþ1 ≠ 1

given in Eq. (6) (case B: V0 ≠ 0). We represent the initial
photoelectron state ψ i as the ground state of the Yukawa
potential UYðzÞ ¼ −e−jzj=ζ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 þ a20

p
and adjust the

parameters ζ ¼ 0.5 and a0 ¼ 0.2735 to yield εi ¼ −1
and negligible Wigner time delays [2].
We assume a continuum-wave IR pulse with a wave-

length of 800 nm and an intensity of 1011 W=cm2. The
APT pulse train is simulated using equal peak intensities

3.5 × 1010 W=cm2, phases φ2qþ1 ¼ 0, and pulse lengths
tX ¼ 150 of its HH constituents. Figures 3(b)–3(d) show
coherently added PE spectra from case A and case B in
Fig. 2 at different slab thicknesses dW for V0 ¼ −5, 0, and
5 eV, corresponding to me;49 ¼ 1.10, 1.00, and 0.90. The
corresponding photoemission-time delays tpe;2q are given
in Fig. 3(a) for slab thicknesses between 0 and 40 at SB-50.
For each SB, we obtain tpe;2q from the temporal shift of the
yield minima relative to τ ¼ 0. The small potential strength
V0 ¼ �5 eV entails effective masses that deviate by ∓
10% from the free-electron mass, yet induces remarkably
large photoemission delays for SB-50 with respect to other
SBs. This is illustrated for dW ¼ 20 by the dotted vertical
line in Fig. 3(a) and the vertical red lines in Figs. 3(b)–3(d).
This temporal shift remains significant for thicknesses on
the length scale of crystal-lattice spacings (a few a.u.)
[Fig. 3(a)]. An increase (me;49 ≥ 1) or decrease (me;49 ≤ 1)
from the free-electron mass results in a negative or positive
relative propagation phase Δξ50ðzÞ and scaling factor
αðR50Þ, respectively. Depending on the HH-phase differ-
ence Δφ50 in the offset t0;50, according to Eqs. (1), (3), and
(4), the delay tpe;50 may thus assume both positive and
negative values. This may explain the recent observation of
negative photoemission delays in RABITT spectra from
Al(111) [8]. The quantum mechanically calculated photo-
emission delays as a function of the slab thickness at
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FIG. 3. (a) Simulated photoemission-time delays tpe;50 for the
model system in Fig. 2 as a function of the transport-region length
dW . The transport region is modeled by a potential well of depth
V0 ¼ −5 eV (open circles), free propagation (V0 ¼ 0, open
squares), or a barrier of height V0 ¼ 5 eV (open diamonds).
Corresponding analytical results from Eqs. (1), (3), and (4) are
given by the blue dash-dotted, magenta dashed, and red solid
lines. (b)–(d) Quantum-mechanically simulated PE spectra on a
logarithmic yield scale versus the APT-IR pulse delay τ for dW ¼
20 and (b) V0 ¼ 5 eV, (c) 0, and (d) −5 eV. Vertical red lines in
(b)–(d) indicate photoemission delay changes relative to τ ¼ 0.
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different V0 in Fig. 3(a) are in excellent agreement with the
prediction of our analytical scaling law in Eqs. (1), (3),
and (4).
We note that band structure calculations [5,15,16]

deviate severely from free-electron dispersion for the
considered energies. However, comparing theoretical
results with the existing experimental data in a transparent
way is difficult within a large-scale, more realistic simu-
lation for mainly two reasons. First, energy-momentum
dispersion relations based on density-functional theory
(DFT) are not reliable for energies above tens of eV.
Second, the spectral range of several eV of the initial
valence-band states in the experiment [8] largely averages
out the sensitive dispersion dependence of the photoemis-
sion time delays. Additional difficulties in real systems
arise due to the delocalized nature of valence states,
contributions to the photocurrent from different lattice
sites, the screening of the IR field at the surface, and the
sudden dispersion change at the bulk-vacuum interface. In
contrast to RABITT experiments the discussed phase-
velocity effects are very difficult, if not impossible, to
observe in attosecond streaking experiments, as this would
require the deconvolution of spectrally resolved phase
information in energetically broad continuous streaking
traces.
Advanced applications of attosecond spectroscopy in

solids must circumvent these difficulties. Importantly, by
choosing strongly localized core-level (CL) states as the
initial states, we can avoid the adverse effects of these
factors by deducing the photoemission time delay δτas
accumulated by PEs traveling over one lattice constant as
from the total τ-dependent SB yield ISBðτÞ. For non-
overlapping initial states, the total SB yield is a sum over
contributions from N lattice sites,

ISBðτÞ ¼
X
N

I0e−
ðN−1Þas

λ sin2fωIR½τ − δτ0 − ðN − 1Þδτas �g;

ð7Þ
where I0 is the maximum photoemission yield from the
topmost lattice site (N ¼ 1), λ the mean-free path of the
electrons at the considered energies, and δτ0 the photo-
emission time delay of electrons emitted from the topmost
lattice site. Fitting the measured total SB yield to the
expression aþ b sin2½ωIRðτ − τ0Þ� [2], the three parameters
a; b; τ0 determine the values of I0, δτ0, and δτas . Compared
to the excitation of initial valence-band states [8,10,30], our
scheme has four distinct advantages. First, no reference
target for eliminating Δφ2q and obtaining the absolute
photoemission time delay is needed [8,10,30–32]. Second,
the effective screening of the IR laser field at the surface,
the quantitative description of which on the atomic length is
challenging [17,30], becomes irrelevant. Third, compli-
cated dispersion changes at the bulk-vacuum interface are
eliminated. The photoemission time delays, induced by IR

screening and the change of dispersion at the surface, are
collectively included in δτ0. Fourth, core-level states result
in much higher PE yields [6], and their narrow SB traces
can better be distinguished from HH-emission traces.
According to Eq. (2), the spatial propagation-phase

difference over as is

ðk2qþ1 − k2q−1Þas ¼ 2ωIRδτas : ð8Þ

Therefore, the measured δτas can be used to obtain the
energy-momentum relation εfðkÞ inside solids by choosing
a well-known k2q−1 at εf;2q−1 based on DFT. Next, we show
the accuracy of the proposed extraction scheme for simu-
lated τ-dependent SB spectra of Mg-2p CL PEs. We use a
semiclassical model to calculate the τ-dependent PE yield
at SB-50 [see Eq. (7) in the Supplemental Material [26]].
Mg-2p CL states are modeled by adding a Yukawa
potential to the Chulkov potential [24]. The same laser
parameters as above and a parabolic dispersion relation in
Mg are assumed. We set λ ¼ 10 a.u. for the considered
energies [33]. Figure 4 compares δτas extracted from the
calculated total SB-50 yield of PEs emitted from 15 lattice
sites and predicted by Eq. (8). We keep me;51 ≡ 1 for PEs
excited by HH order 51 and change me;41 from 0.5 to 1.8
for PEs excited by HH order 49. As shown in Fig. 4, δτas is
deduced accurately according to Eq. (7), suggesting the
applicability of Eq. (1) to real solids.
In summary, we related interferometrically measured

spectrally resolved PE-emission-time delays tpe to the band
structure of the solid target bymodeling electronic dispersion
in the solid in terms of an energy-dependent PE mass. The
photoemission delays are traced to the PE phase difference
accumulated inside the solid. We derived analytically and
confirmed numerically a strong energy dependence of tpe
and revealed the energy- and effective-mass-dependent
linear scaling of tpe with the electron-transport time in the
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FIG. 4. Photoemission time delays δτas (red circles), for Mg-2p
core-level PEs traveling over one lattice constant as ¼ 4.923
inside solid Mg, extracted from the calculated total τ-dependent
SB-50 yield of PEs from 15 lattice sites as a function of the
effective mass ratio R50 ¼ me;49=me;51, where me;51 ≡ 1. The
blue line shows the analytical prediction by Eq. (8).
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solid. We showed that, even for small deviations from the
free-electron mass, the energy dependence of the effective
mass can noticeably change tpe. This explains qualitatively
the extreme sensitivity of tpe on electron dispersion in recent
interferometric photoemission experiments with Au, Ag, Ni,
and Cu surfaces [8–10,13]. In particular, we predict negative
emission delays tpe [8] while transport times are obviously
positive.
Electronic dispersion in solids is usually measured by

angle-resolved photoemission spectroscopy [34], where PE
momenta along the surface normal are determined based
on energy conservation, assuming free-electron-like states
inside the substrate. In contrast, as demonstrated here,
attosecond time-resolved interferometric spectroscopy
addresses the material-dependent change of PE phase
velocities inside the solids, directly providing information
on the energy-momentum dispersion. Extracting the time
delay tpe;as accumulated over one lattice constant from
measured SB spectra of CL electrons largely eliminates
surface effects. It thus indicates a novel time domain
approach to measure PE dispersion and field-driven col-
lective electronic dynamics [35] in solids.
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