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Temporal and spatial manipulation of the recolliding wave packet in strong-field
photoelectron holography
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We theoretically demonstrate temporal and spatial manipulation of electron wave packets involved in strong-
field photoelectron holography (SFPH) with the orthogonally polarized two-color laser fields. By varying the
relative phase of the two-color fields, the recollision time of the returning wave packet can be accurately
controlled, which allows us to switch off and on the holographic interference. Moreover, the recollision angles of
the returning electron wave packet can be arbitrarily controlled via changing the relative intensity of the two-color
fields, and thus the structure information of the target is encoded in the hologram by the recollision electron wave
packet from different angles. This makes the SFPH a powerful technique of imaging the molecular structure as
well as ultrafast dynamics on an attosecond time scale.

DOI: 10.1103/PhysRevA.93.033406

I. INTRODUCTION

Tunneling ionization of the atoms and molecules exposed
to a strong laser field is a fundamental process in intense
laser-matter interactions and it is the basis for other strong-field
processes [1–8]. During a laser pulse, there are different
pathways for the tunneling ionized electrons to achieve
the same final momentum. Due to the coherent nature of
these tunneled electron wave packets (EWPs), interference
patterns appear in the final photoelectron momentum dis-
tributions (PMDs). Generally, the interference patterns can
be classified into two categories, intercycle and intracycle
interferences. The intercycle interference arises from EWPs
released periodically in time at subsequent laser cycles, which
results in the well-known above-threshold ionization (ATI)
peaks [9]. For the intracycle interference, the EWPs launched
within one cycle at times where the vector potential is
the same but the direction of the electric field is opposite
[10,11]. This interference is presented as the modulation of
the ATI peaks in PMDs [12]. It has been shown that this
interference pattern in PMDs could provide deep insight
into the electronic structure of atoms and molecules and the
attosecond electronic dynamics during the tunneling ionization
process [13].

After tunneling ionization, the electron is accelerated in
the oscillating laser field and may rescatter off the parent ion
when it is driven back [14]. The rescattered electrons could
have the same final momentum as the electrons that reach
the detector directly after tunneling ionization, giving rise
to another important interference referred to as strong-field
photoelectron holography (SFPH) [15,16], by analogy to the
optical holography [17]. In SFPH, the tunneled electron wave
packet that reaches the detector without further interaction with
the parent ion acts as the reference wave and the rescattered
electron wave packet plays as the signal wave. Recently, this
holographic interference has been experimentally observed
for different targets [15,18–20]. Because of the rescattering,

*zhouymhust@hust.edu.cn
†lupeixiang@hust.edu.cn

the spatial and temporal information of the parent ion and
electron dynamics of the tunneling process are stored in
and can be retrieved from the hologram. For example, the
distance between the electron and ion at tunneling has been
experimentally extracted [18] and the phase structure of the
continuum EWP at tunneling was also revealed by analyzing
the holographic interference patterns [19]. Very recently, it has
been theoretically demonstrated that a fundamental quantity,
the phase of the scattering amplitude, could be extracted from
the holographic interference patterns [21].

Usually, all of these interferences contribute together to
the final PMDs and thus the interference patterns in PMDs
are too complicated for people to extract useful information.
So it is necessary to select some certain interferences to
extract information. Here, we demonstrate the selection of the
holographic interference by temporally and spatially manip-
ulating the involved electron wave packets with orthogonally
polarized two-color (OTC) fields [22]. Recent studies have
shown that the OTC field is an efficient tool to control electron
dynamics in strong-field processes. For example, it has been
employed to generate high-order harmonics with very large
ellipticity [23] and to select their long and short orbits [24].
By analyzing the high-order harmonics spectra in the OTC
fields, the time when an electron exits the tunneling barrier
was accurately resolved [25,26] and the atomic wave functions
[27] as well as molecular orbits [28] are successfully probed.
The OTC fields have also been used to control the electron
correlations in strong-field nonsequential double ionization
[29–31]. Recently, it has been demonstrated that the OTC fields
can disentangle the intracycle and intercycle interferences of
the tunneled electron wave packets [32–34]. In this paper, we
show that by varying the relative phase of the OTC fields,
the recollision time of the returning electron wave packet
can be accurately controlled and thus we can selectively
switch off and on the holographic interference. Additionally,
the recollision angle of the returning electron wave packet
can be adjusted by the relative intensity of the OTC fields,
enabling SFPH to record the structure of the target with
recollision electrons from different recollision angles. This
is of special importance for imaging molecular structure and
ultrafast dynamics with the scheme of SFPH.
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II. NUMERICAL METHODS

A. Full quantum simulation

To investigate the ionization of atoms induced by OTC
fields, we numerically solve the two-dimensional time-
dependent Schrödinger equation (2 D-TDSE) with the
single-active-electron (SAE) approximation. The TDSE reads
[atomic units (a.u.) are used throughout unless stated other-
wise]

i
∂

∂t
�(�r,t) = H(�r,t)�(�r,t), (1)

where �r = (x,y) denotes the electron position in the polariza-
tion plane of the OTC fields. In length gauge, the Hamiltonian
H(�r,t) is given by

H(�r,t) = − 1
2∇2 + V (r) + �r · �E(t). (2)

We choose argon as the target atom. V (r) is the effective
soft-core potential:

V (r) = − 1√
x2 + y2 + a

. (3)

The soft-core parameter a is set to be 0.39 to correctly
reproduce the ground-state energy of the argon atom. The
electric field �E(t) of the OTC pulses is defined as

�E(t) = f (t)
[
Ex cos(ωt)�x + Ey cos

(
1
2ωt + φ

)�y]
. (4)

Here, f (t) is the pulse envelope which has a sin2(πt/Tp) form
with a duration of Tp = 8T . (T is the optical cycle period of
the 800-nm pulse.) ω = 0.057 a.u. is the angular frequency
of the 800-nm pulse. The intensity of the 800-nm laser field
(polarized along the x axis) Ix is fixed at 1.5 × 1014 W/cm2,
while Iy , the intensity of the 1600-nm laser pulse (polarized
along the y axis) is tunable. Ex and Ey are the amplitudes of
the 800-nm and 1600-nm components, respectively, and φ is
the relative phase of the two fields.

The split-operator spectral method [35] on a Cartesian grid
is used to numerically solve the 2D-TDSE. The initial wave
function is prepared by imaginary-time propagation [36]. Due
to the linearity of the Schrödinger equation, for real-time
propagation we split the electron wave function �(τ ) at any
given time τ into two parts [37]:

�(τ ) = �(τ )[1 − Fs(Rc)] + �(τ )Fs(Rc)

= �I (τ ) + �II (τ ). (5)

Here, Fs(Rc) = 1/(1 + e−(r−Rc)/�) is an absorbing function
[38] that separates the propagation space into the inner (0–Rc)
and outer (Rc–Rmax) regions smoothly. �I (τ ) propagates
under the full Hamiltonian in the inner space, while �II (τ )
represents the “ionized part” that propagates under the Volkov
Hamiltonian in the outer space analytically [37,39]. More
specifically, at the end of each time step the ionized wave
packet �II (τ ) is first transformed into momentum space,

C( �p,τ ) =
∫

�II (τ )
e−i[ �p+ �A(τ )]·�r

2π
d2�r, (6)

where �A(τ ) = − ∫ τ

0
�E(τ ′)dτ ′ is the vector potential of the

OTC fields. Then, we propagate the �II (τ ) from time τ to the

end of the laser pulse, using

�(∞,τ ) =
∫

C̄( �p,τ )
e−i �p·�r

2π
d2 �p, (7)

with C̄( �p,τ ) = e−i
∫ ∞
τ

1
2 [ �p+ �A(τ ′)]2dτ ′

C( �p,τ ). Finally, we obtain
the PMD by the relation

dP ( �p)

dEdθ
=

∣∣∣∣∣
∑

τ

C̄( �p,τ )

∣∣∣∣∣
2

. (8)

Here, E = | �p|2/2 is the electron energy and θ is the angle
of the emitted electron. In our simulation, the time step of
propagation is �t = 0.1 a.u. At the end of the pulse, the wave
function is propagated for an additional few femtoseconds to
collect “slow” electrons [40]. The Cartesian grid ranges from
−819 a.u. to 819 a.u. for both directions with a grid size
of �x = �y = 0.1 a.u. The boundary of the inner space is
Rc = 180 a.u. with 	 = 8 a.u..

B. Semiclassical simulation

Although the TDSE results could correctly produce the
interference patterns in PMD, the physical origins of these
interferences are missing. In what follows, we will introduce
the generalized strong-field approximation (gSFA) model [41]
to identify different interference patterns in PMDs. As done in
the standard SFA [1,42,43], the strong-field ionization process
is described by the following transition amplitude from the
initial ground state ψi with binding energy of −Ip to the final
continuum state ψ �p with asymptotic momentum �p,

M �pi = MD
�pi + MR

�pi, (9)

where

MD
�pi = −i

∫ t

0
dt ′〈 �p + �A(t ′)| �E(t ′) · �r|ψi〉e−iSD (10)

is the direct part of the transition amplitude with

SD = 1

2

∫ t

t ′
dτ [ �p + �A(τ )]2 − Ipt ′, (11)

and

MR
�pi = −

∫ t

0
dt ′

∫ t

t ′
dt ′′〈 �p + �A(t ′′)|V (�r)|�k + �A(t ′′)〉

×〈�k + �A(t ′)| �E(t ′) · �r|ψi〉e−iSR (12)

corresponds to the rescattered part with

SR = 1

2

∫ tr

t ′
dτ [�k + �A(τ )]2

+1

2

∫ t

tr

dτ [ �p + �A(τ )]2 − Ipt ′. (13)

In the above equations, �A(t) = − ∫ t

0 dt ′ �E(t ′) is the vector
potential of the OTC laser fields. The calculation of the
transition amplitude involves a five-dimensional integral over
the ionization times, the intermediate momentum �k, and the
rescattering times to evaluate, which numerically is not an
easy task. Alternatively, the formulation of Feynman’s path
integral approach can be applied using the saddle-point method
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[44]. The saddle points are the stationary points of Eqs. (11)
and (13), which can be found by differentiating the action with
respect to the integration variables, i.e., the ionization times,
the intermediate momentum, and the rescattering times. For
direct electrons, it simply involves ionization time ti , yielding

1
2 [ �p + �A(ti)]

2 + Ip = 0. (14)

Equation (14) stands for the energy conservation law at
the instant of ionization. Generally, the ionization times
(ti) associating with the relevant electron trajectories are all
complex variables due to the tunneling nature of the ionization
processes. These complex trajectories are also referred as
quantum orbits [45,46]. Similarly, the saddle equations for
rescattered electrons are expressed as

1

2
[�ks + �A(ti)]

2 + Ip = 0, (15)

�ks = − 1

tr − ti

∫ tr

ti

dτ �A(τ ), (16)

1

2
[�ks + �A(tr )]2 = 1

2
[ �p + �A(tr )]2, (17)

where �ks is the stationary intermediate momentum and �p
is the final momentum of the electron. tr is the recollision
time of the rescattered electron. Equation (16) presents the
return condition for the electron. Equations (15) and (17) stand
for the energy conservation at the moment of ionization and
rescattering. Since we focus on the SFPH originating from
the interference between near-forward-scattering electrons and
direct electrons, only the solutions with scattering angle less
than 90◦ are taken into account. By numerically solving
Eqs. (15)–(17) and selecting the corresponding solutions,
the near-forward-scattering saddle points can be found. We
would emphasize that in the saddle-point equations the two
components of the OTC laser fields are treated equally without
any additional assumptions. Inserting the saddle points into
the direct and rescattering part of the transition amplitude,
Eqs. (10) and (12) become

MD
�pi =

∑
s

C( �p,tis)e
−iSD (tis ) (18)

and

MR
�pi =

∑
s

C ′( �p,�ks,tis ,trs)e
−iSR (�ks ,tis ,trs ), (19)

where C( �p,tis) and C ′( �p,�ks,tis ,trs) include all the pre-
exponential terms [42]. So far, the gSFA method with the
saddle-point approximation in the OTC laser fields is intro-
duced. In the next section we will use it to identify different
types of trajectories leading to the interference patterns in the
PMD.

III. RESULTS AND DISCUSSION

The OTC pulses are shown in Fig. 1. We first use a strong
800-nm laser pulse with intensity of 1.5 × 1014 W/cm2 and
a weaker 1600-nm pulse with intensity 1/16 of the former.
Under this condition, the tunneling of the EWPs is mainly
caused by the 800-nm pulse, while the 1600-nm pulse only
streaks the EWPs in the orthogonal direction. By adjusting

FIG. 1. Electron trajectories in OTC fields with relative phases of
(a) φ = 0.25π and (b) φ = 0. The 800-nm pulse (dotted red curve)
is polarized along the x axis with an intensity of 1.5 × 1014 W/cm2,
and the 1600-nm pulse [dark blue curve] is polarized along the y

axis with an intensity of 1/16 of the 800-nm field. For the sake
of convenience, the two orthogonal components are drawn parallel
for better visualization. Dashed purple and shallow blue curves,
respectively, show x and y components of the sample trajectories,
starting within the falling edge of the field. The colored arrows
indicate the corresponding direction of the motions.

the relative phase between the two colors, we can manipulate
the electron trajectories such that the electron can recollide
with the parent ion or not. As shown in Fig. 1(a), we take the
electrons liberated at the falling edge of the field as examples.
For relative phase φ = 0.25π , the electron motions in the y

direction correspond to the so-called short trajectories [14];
their recollision time is coincided with that of the x direction.
Thus the recollision condition is satisfied and we could expect
the SFPH to occur. Alternatively, the phase between the two
colors can be chosen such that the long trajectories dominate
in the y direction, as presented in Fig. 1(b) for φ = 0. In this
case, the excursion time in the y direction is much longer than
that in the x direction, making the electron miss the core. As
a result, the SFPH will be switched off. Thus, by adjusting
the phase delay of the two colors, we can make the electron
recollide or miss the core, switching on and off the SFPH. In
order to achieve this goal, the mid-infrared 1600-nm streaking
field is adopted, which is much better than the 400-nm pulse
in our case.

In the subsequent discussion, we focus on the PMDs
induced by OTC fields with different relative phases.
Figures 2(a) and 2(b) are the OTC laser fields used in the
calculations, where the relative phases are φ = 0.25π and φ =
0, respectively. Figures 2(c) and 2(d) present the corresponding
PMDs calculated by TDSE. The distinct difference is that
the SFPH pattern appears for φ = 0.25π and disappears for
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2
3

FIG. 2. Electric fields [(a) and (b)] and corresponding photoelectron momentum distributions [(c) and (d)]. The laser parameters are the
same as Fig. 1. The relative phases are 0.25π in (a), (c) and 0 in (b), (d). (e) Enlarges the fist quadrant of (c) to highlight the different interference
patterns marked as 1, 2, 3.

φ = 0, which indicates that the OTC pulses offer subcycle
control of the ionization dynamics. Additionally, in Fig. 2(c),
the holographic interference is streaked by the 1600-nm pulse
in the y direction, and thus two branches of the hologram
appear in the first and forth quadrants, respectively. Besides
the holographic patterns, there are other interference structures
which can be identified from Fig. 2(c). For better visualization,
Fig. 2(e) presents an enlarged view of the first quadrant of
Fig. 2(c). As can be seen, three evident interference structures
appear. The forklike pattern (marked as 1) is the holographic
pattern [15]. The second interference (marked as 2) has
an outcoming arc structure. The third interference (marked
as 3) that has an incoming arc structure is identified as
the intracycle interference, which also disappears when the
relative phase changes to 0 [in Fig. 2(d)]. Switching on and
off the intracycle interference by the OTC fields has been
experimentally demonstrated and analyzed in Ref. [32].

In the following, the three distinct interference structures 1–
3 in Fig. 2(e) are analyzed using the gSFA method. The results
are shown in Fig. 3. To identify the origin of the interference
patterns, we analyze two interfering waves with same final
momentum (marked A and B in the figure). Their ionization
times and paths are presented in the upper and middle row in
Fig. 3, respectively. The bottom row of Fig. 3 is the interfer-
ence patterns calculated by gSFA, where the pre-exponential
terms in the transition amplitudes are omitted because their
calculations for low-angle scattering meet serious difficulties:
a divergence for near-forward scattering and therefore a
highly overestimated magnitude for low angles. However,
the pre-exponential terms only influence the contrast of the
interference patterns. In Fig. 3(a), the near-forward-scattering
electron (A) and the direct electron (B) are liberated in the same

quarter cycle and start their motions on the same side of the
parent ion, forming the forklike holographic pattern shown in
the bottom row. While in Fig. 3(b), two electron wave packets
A and B are liberated in adjacent quarter cycles and start
their motions on the opposite sides of the ion, resulting in the
near-semiring structure with an outcoming form. Besides the
interferences of recollision and direct electrons, the intracycle
interference formed by direct electrons (A and B) is analyzed
in Fig. 3(c). The direct electrons are ionized in adjacent quarter
cycles and start their paths on the opposite sides of the ion.
Using the gSFA method, we provide a physical interpretation
of different kinds of interferences in Fig. 2(e). At this stage,
we have demonstrated switching on and off of the hologram
by altering the relative phase φ.

As we mentioned above, the strong-field photoelectron
holography is a potential tool to image atomic and molec-
ular structures [21]. Due to the nonspherical symmetry of
molecules, we should manipulate the recollision electron to
recollide the molecules with different angles to get complete
structural information. In linearly polarized laser fields, this
could be realized by molecular alignment. Here we will show
that the recollision angle of the returning electron wave packet
could be manipulated by altering the intensity ratio of the
OTC fields. In Fig. 4, the PMDs obtained by the 2D-TDSE are
presented in the upper row. From columns (a)–(d), the relative
laser intensity ratio ε = Iy/Ix increases from 1/36 to 1. As can
be seen in the PMDs, with the increasing Iy , the two branches
of the hologram split out gradually in the orthogonal direction,
implying the increasing recollision angle.

To present the recollision angles more intuitively, the paths
of the near-forward-scattering electrons corresponding to the
first quadrant of the PMDs in the upper row (in Fig. 4) are
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ionion ionion ionion

FIG. 3. Sketch for the three kinds of interferences marked as 1–3 in Fig. 2. The upper row presents the tunneling time of two electron wave
packets A and B involved in the corresponding interference. The middle row shows the corresponding electron trajectories. The simulated
interference structures with gSFA are shown in the bottom row.

recollision
energy

(arb.u .)nits

FIG. 4. Electron momentum distributions (upper row) and corresponding electron trajectories before scattering (bottom row). The intensity
ratio ε = Iy/Ix is (a) 1/36, (b) 1/16, (c) 1/4, and (d) 1. The relative phase φ = 0.25π . In the bottom row, each color encodes a recollision
energy, spanning from red to blue. Other laser parameters are the same as in Fig. 2.
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12.519.232.951.8

FIG. 5. (a) The most probable electron trajectories selected from
the bottom row of Fig. 4. Trajectory and recollision angle are denoted
in the same color with the corresponding relative intensity ratio.
(b) The blue dots are the most probable recollision angles corre-
sponding to the relative intensity ratio ε. The red curve represents a
power function fit.

calculated using the classical model [47]. In our calculation,
the ionization of the electrons is restricted within the temporal
range 4.0T –4.25T . We define the ionization axis [48] as
the transient direction of the electric field at the instant ti
of tunneling. The electrons start their motions at an origin
with initial transverse velocities v⊥ uniformly distributed
in [−Ex/ω,Ex/ω] and perpendicular to the ionization axis.
After the initial conditions are established, the trajectories
of the electrons in the continuum are calculated by solving
Newtonian equations with the Coulomb potential neglected.
In the bottom row of Fig. 4, for each ε, a group of trajectories
is selected. Colors of the trajectories encode the normalized
recollision energies. One can find that the electron paths in
OTC fields with bigger Iy have larger y components, leading
to the bigger recollision angles.

In the above classical method, we assume the number
of ionized electrons is the same for various instants of
ionization and their initial velocities are equally distributed.
Here the ionization probability will be taken into account
to find the most probable recollision angles. The ionization

probability obeys � ∼ exp(− 2(2Ip)3/2

3E(ti )
) exp(−

√
2Ip

E(ti )
v2

⊥) [49–51],
where E(ti) is the transient electric field amplitude and
v⊥ is the initial transverse velocity. The weight of each

electron trajectory is estimated corresponding to the ionization
probability and thus the most probable electron trajectories for
different ε are found, as presented in Fig. 5(a). The recollision
angles of the most probable trajectories gradually increase
in pace with the growth of ε, following the same trend with
PMDs in Figs. 4(a)–4(d). For the case of ε = 1, where the
two components have equal peak intensities, the recollision
angle can reach as high as 51.8◦. Furthermore, in Fig. 5(b), the
most probable recollision angle as a function of the relative
intensity is shown. One can find that the recollision angle
grows continuously in the whole range. Thus by gradually
altering the relative intensity, the structural information of the
targets can be encoded in the hologram from the rescattering
wave packet from different angles, implying that the SFPH
using OTC fields can be a powerful tool to detect molecular
structures.

IV. CONCLUSION

In summary, we have investigated SFPH in the OTC laser
fields. Our TDSE calculations show that rich interference
patterns appear in the momentum spectra of the photoelectrons
and the origins of these interferences are identified with the
gSFA method. By changing the relative phase of the OTC
fields, we can switch on and off the holographic interference.
This is based on the control of the revisit time of the returning
electron wave packet. Additionally, we demonstrate that the
recollision angle of the returning electron wave packet could
be controlled via the relative intensity of the two fields.

SFPH is believed to be a potential tool in imaging the
structure and ultrafast dynamics of atoms and molecules. To
obtain full structural information of the molecular target, it is
necessary to induce the electron to recollide the target from
different angles. Thus, the temporal and spatial control of the
recollision electron wave packet of SFPH demonstrated here
will benefit the application of the SFPH.
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[20] D. G. Arbó, C. Lemell, S. Nagele, N. Camus, L. Fechner,
A. Krupp, T. Pfeifer, S. D. López, R. Moshammer, and J.
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