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#### Abstract

We investigate the orientation dependence of high-order harmonic generation (HHG) in nanowires by solving the time-dependent Schrödinger equation. It is found that the harmonic spectrum exhibits a two-plateau structure and the two plateaus have different orientation dependences. The harmonic yield of the first plateau reaches a maximum when the laser field is parallel to the nanowire and gets a strong suppression when the laser field is perpendicular to the nanowire. The harmonic yield of the second plateau increases first and reduces eventually with the change of the nanowire orientation. These phenomena can be explained by the time-dependent population imaging and the analysis of the transition probability between different energy bands. Our analysis shows a strong band-sensitive orientation dependence in low-dimensional material.
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## I. INTRODUCTION

With the rapid development of laser technology, many interesting strong-field phenomena have been revealed over the past decades. One of the most fascinating phenomena is high-order harmonic generation (HHG) [1,2]. HHG from gas has been studied widely over the past several decades [3-8] due to it promises many important applications like generating the coherent XUV radiation [9-12] and exploring the ultrafast dynamics of atoms and molecules [13-16].

Recently, the experimental observation of HHG from bulk solids has attracted extensive attention [17-20]. Besides the same advantages as the gas HHG, the solid HHG also provides a new approach to reconstruct the energy band of solids [21] and to study the structures of solid materials [22,23]. Recent works have shown that the harmonic spectra from solids exhibit a two-plateau structure [24-26]. The two-plateau structure is attributed to the multiband structure of the solid [27]. The first plateau originates from the interband current between the valence band and the first conducting band, while the second plateau is attributed to the interband current between the valence band and the higher-lying second conducting band [25].

Compared with bulk solid, low-dimensional materials exhibit unique optical and electrical properties [28,29]. Recently, Liu et al. [30] show that high-order harmonics can be detected from a monolayer $\mathrm{MoS}_{2}$ crystal. Compared with the HHG in bulk materials, the harmonic efficiency is increased from thin monolayer $\mathrm{MoS}_{2}$. High-order harmonic generation emitted from graphene has also been explored [31]. It is demonstrated that HHG is enhanced by elliptically polarized light excitation, and the resultant harmonic radiation has a

[^0]particular polarization. Furthermore, McDonald et al. [32] theoretically explore the harmonic generation of nanowires. It is shown that the quantum confinement provides an approach to increase the harmonic efficiency. However, the exploration is based on the laser polarization parallel to nanowires. As is well known, with the anisotropic structure, HHG from gas-phase molecules exhibits abundant interesting features and implies many intriguing applications due to the additional degree of freedom of the molecular orientation [33-35]. In this work, we focus on the orientation dependence of HHG in nanowires. It is shown that the harmonic spectrum has a twoplateau structure. The harmonic yield of the first plateau decreases gradually with the change of the nanowire orientation, and the harmonic yield of the second plateau increases first and reduces eventually. The results are explained based on the time-dependent population imaging (TDPI) [36] and the analysis of the transition probability [37] between different energy bands.

## II. THEORETICAL MODEL

To investigate the orientation dependence of HHG in nanowire, we numerically solve the two-dimensional (2D) time-dependent Schrödinger equation (TDSE). In the length gauge with the dipole approximation, the time-dependence Hamiltonian is (atomic units are used unless stated otherwise)

$$
\begin{equation*}
\hat{H}(t)=\hat{H}_{0}+\mathbf{r} \cdot \mathbf{F}(t) \tag{1}
\end{equation*}
$$

where $\hat{H}_{0}$ is the field-free Hamiltonian and $\mathbf{F}(t)$ is the electric field of the driving laser. $\hat{H}_{0}$ is written as $\hat{H}_{0}=\hat{p}^{2} / 2+V(\mathbf{r})$, where $\hat{p}$ is the momentum operator and $V(\mathbf{r})$ is the lattice potential of the nanowire.

The 2D potential $V(x, y)=-V_{0}\left(1-\cos 2 \pi x / a_{x}\right)(1-$ $\cos 2 \pi y / a_{y}$ ) is used to describe the unit lattice potential of the nanowire with $V_{0}=0.5 \mathrm{a} . \mathrm{u}$. and $a_{x}=a_{y}=6 \mathrm{a} . \mathrm{u}$. These parameters are chosen such that the band gap of the periodic
system is close to that of MgO [25]. Nanowire is a quasi-onedimensional material with a periodic dimension and another finite dimension. For the periodic dimension $x$, we set 121 lattices, which is enough to ensure the periodicity of the nanowire. For the finite dimension $y$, we set 11 lattices. We also perform the simulation by changing the lattice number from 5 to 35 in the finite dimension and the same conclusions can be obtained. All calculations are performed in the coordination space with $x$ region $[-375,375]$ a.u. and $y$ region $[-51,51]$ a.u. $\theta$ is defined as the orientation angle between the laser polarization and the nanowire. $\theta=0^{\circ}$ denotes the laser polarization is parallel to the nanowire. $\theta=90^{\circ}$ denotes the laser polarization is perpendicular to the nanowire.

The energy band structure of the nanowire can be acquired by solving the eigenvalue equation of $\hat{H}_{0}[36,38]$,

$$
\begin{equation*}
\hat{H}_{0} \varphi_{n}(x, y)=E_{n} \varphi_{n}(x, y) \tag{2}
\end{equation*}
$$

where $n$ is the eigenvalue number and $\varphi_{n}(x, y)$ is the corresponding eigenfunction. The eigenstate populated at the top of the valence band is chosen as the initial state [ $36,38,39$ ].

The evolution of the time-dependent wave function $\psi(t)$ can be obtained by numerically solving the TDSE with the second-order split-operator method [40]. An absorbing boundary is used to eliminate the physical reflection at the edge of the grid. The wavelength of the driving laser is 1600 nm and the intensity is $3.72 \mathrm{TW} / \mathrm{cm}^{2}$. A sine-squared laser envelope is adopted. The total duration of the laser pulse is 11 optical cycles. We also perform the simulation by changing the intensity from 3 to $7 \mathrm{TW} / \mathrm{cm}^{2}$ and the wavelength from 1600 to 2400 nm . The conclusions will not change.

The movement of electron in the laser field produces a current. The laser-induced current $j(t)$ can be obtained from the time-dependent wave function:

$$
\begin{equation*}
j(t)=-\langle\psi(t)| \hat{p}|\psi(t)\rangle . \tag{3}
\end{equation*}
$$

The harmonic spectra can be obtained by calculating the Fourier transform of the current:

$$
\begin{equation*}
H(w) \propto\left|\int j(t) e^{i w t} d t\right|^{2} \tag{4}
\end{equation*}
$$

To reduce the noise of the signal, we multiply $j(t)$ with a Hanning window [38] before the Fourier transformation.

To obtain the TDPI picture of the HHG, we calculate the instantaneous population $\left|C_{n}(t)\right|^{2}$ of the electron on each eigenstate

$$
\begin{equation*}
\left|C_{n}(t)\right|^{2}=\left|\left\langle\varphi_{n} \mid \psi_{n}(t)\right\rangle\right|^{2} . \tag{5}
\end{equation*}
$$

The transition dipole moment $d_{m n}$ of a single charged particle from state $m$ to state $n$ can be written as

$$
\begin{equation*}
d_{m n}=-\left\langle\psi_{n}\right| r\left|\psi_{m}\right\rangle \tag{6}
\end{equation*}
$$

where $r$ is the position of the particle.

## III. RESULTS AND DISCUSSION

Figure 1(a) shows the harmonic spectra at the orientations $\theta=0^{\circ}, 30^{\circ}$, and $90^{\circ}$. The harmonic spectra exhibit a two-plateau structure. The first plateau has a cutoff at the 15 th order. The second plateau has a cutoff at the 25th


FIG. 1. (a) Harmonic spectra with $0^{\circ}$ (brown line), $30^{\circ}$ (green dashed line), and $90^{\circ}$ (black dotted line), generated by a $1600-\mathrm{nm}$, $3.72 \mathrm{TW} / \mathrm{cm}^{2}$ laser pulse. The vertical blue solid (black dashed) line indicates the cutoff energy of the first (second) plateau. (b) Orientation dependence of the harmonic spectrum (shown in logarithmic scale).
order. In the first plateau, the intensity of the high-order harmonics with $\theta=0^{\circ}$ is higher than those with $\theta=30^{\circ}$ or $90^{\circ}$. In the second plateau, the intensity of the high-order harmonics with the $\theta=30^{\circ}$ orientation is highest. Moreover, the harmonic intensity of the first plateau is lower than that of the second plateau at the orientation $\theta=90^{\circ}$. Figure 1(a) indicates that the HHG from the nanowire exhibits obvious orientation dependences and the orientation dependences are different for the two plateaus. To have a deeper insight into the orientation dependence, we calculate HHG spectra in other directions. The results are shown in Fig. 1(b). One can see that the orientation dependences of the two plateaus are symmetric about $90^{\circ}$. The harmonic intensity of the first plateau reaches a maximum at $0^{\circ}$ and gets a strong suppression at $90^{\circ}$. In contrast, the harmonic intensity of the second plateau is peaked around $30^{\circ}$, which is very different from the first plateau.

To understand the mechanism of the HHG process in nanowire, we show the TDPI picture with $\theta=0^{\circ}$ in Fig. 2. The valence band is denoted as VB. The first and second conduction bands are denoted as CB1 and CB2, respectively.


FIG. 2. The TDPI picture with $0^{\circ}$. In the TDPI picture, the horizontal red dashed lines indicate the highest and deepest eigenstate of the oscillating electrons in respective bands, which are denoted as the eigenstate number $n_{1}, n_{2}, n_{3}$, and $n_{4}$, respectively. $\Delta E_{1}, \Delta E_{2}$, and $\Delta E_{3}$ represent the maximum energy differences read from the TDPI picture.

The $y$ coordinate on the right corresponds to the eigenstate number and the $y$ coordinate on the left corresponds to the energy of the eigenstate. Initially, the electrons populate on VB. With the evolution of the laser field, the electrons populated on VB either oscillate or transit to CB1 and CB2. Likewise, the electrons on CB1 either oscillate or transit to CB2. The energy difference between the highest peak and deepest valley of population oscillations on CB1 and VB is $\Delta E_{1}(\approx 12 \mathrm{eV})$ and that on CB2 and CB1 is $\Delta E_{2}(\approx 10 \mathrm{eV})$. As shown in Fig. 1(a), the cutoff energy of the first plateau is about 12 eV . The transitions from CB1 to VB and the transitions from CB2 to CB1 can contribute to the first plateau. The energy difference between the highest peak and deepest valley of population oscillations on CB2 and VB is $\Delta E_{3}(\approx 19 \mathrm{eV})$, which is close to the cutoff energy of the second plateau. Therefore the transitions from CB2 to VB can contribute to the second plateau. In addition, the population of the oscillating electrons on CB2 is about two orders of magnitude lower than


FIG. 3. (a) The orientation dependence of the harmonic yield of the first plateau. (b) The orientation dependence of average population on CB1 ( $P_{1}$ ). (c) The orientation dependence of the harmonic yield of the second plateau. (d) The orientation dependence of average population on $\mathrm{CB} 2\left(P_{2}\right)$.
that on CB1, which makes the weak harmonic intensity of the second plateau interpreted.

To explain the orientation dependence of harmonic yield, we next explore the orientation dependence of the average population from the TDPI picture. $P_{1}$ and $P_{2}$ represent the average population for the oscillating electron in CB1 and CB2:

$$
\begin{align*}
& P_{1}=\frac{1}{T\left(n_{3}-n_{2}\right)} \sum_{n=n_{2}}^{n_{3}} \int_{0}^{T} d t\left|C_{n}(t)\right|^{2}, \\
& P_{2}=\frac{1}{T\left(n_{5}-n_{4}\right)} \sum_{n=n_{4}}^{n_{5}} \int_{0}^{T} d t\left|C_{n}(t)\right|^{2}, \tag{7}
\end{align*}
$$

where $n_{2}, n_{3}, n_{4}$, and $n_{5}$ are the maximum or minimum eigenstate numbers for the oscillating electrons as shown in Fig. 2. $T$ is the total duration of the laser pulse.

Figures 3(a) and 3(b) exhibit the variation of the harmonic yield of the first plateau and the average population on CB1,


FIG. 4. (a) The orientation dependence of the population for eigenstate $\left|n_{1}\right\rangle$ and the modular square of the transition dipole moment between $\left|n_{1}\right\rangle$ and $\left|n_{2}\right\rangle$. (b) The orientation dependence of the transition probability $\left(A_{1}\right)$ from VB to CB 1.
respectively. The orientation dependences of the harmonic yield of the second plateau and the average population on CB2 are presented in Figs. 3(c) and 3(d). These figures indicate that the harmonic yield and the population have a strong relevance. The more the electron populated, the higher the harmonic yield will be.

The orientation dependence of the average population can be further explained by the analysis of the transition probability. Since the band gap is smallest when the electron occupies the highest position of population oscillations, the transition probabilities among different bands can be predominantly expressed by the transition probabilities among the eigenstates $\left|n_{1}\right\rangle,\left|n_{2}\right\rangle,\left|n_{3}\right\rangle$, and $\left|n_{4}\right\rangle$, respectively. The population on CB1 is mainly contributed by the electrons transition from VB to CB1. We use $a_{1}$ to represent this process in Fig. 2. The transition probability is represented by $A_{1}$,

$$
\begin{equation*}
A_{1}=p_{1}\left|d_{12}\right|^{2}, \quad p_{1}=\frac{1}{T} \int_{0}^{T} d t\left|C_{n_{1}}(t)\right|^{2} \tag{8}
\end{equation*}
$$

where $d_{12}$ is the transition dipole moment between the eigenstate $\left|n_{1}\right\rangle$ and $\left|n_{2}\right\rangle . p_{1}$ is the population of the eigenstate $\left|n_{1}\right\rangle$.

As shown in Fig. 4(a), the population of $\left|n_{1}\right\rangle$ (squares) changes slowly from $\theta=0^{\circ}$ to $90^{\circ}$, while the transition dipole moment $d_{12}$ (circles) reduces gradually from $\theta=0^{\circ}$ to $75^{\circ}$ and sharply drops around $90^{\circ}$. Under the combined effect of the strong orientation-dependent transition dipole momentum and the weak orientation-dependent population, the transition probability of the electron reaches a maximum under a laser field parallel to the nanowire, and gets a strong suppression when the polarization becomes perpendicular, as shown in Fig. 4(b).

The population on CB2 is mainly contributed by two channels: electrons pumped from VB to CB2 and electrons pumped from CB1 to CB2. These two processes are labeled by $a_{2}$ and $a_{3}$ in Fig. 2, respectively. The probability of the electron transition from VB and CB 1 to CB 2 is represented by $A_{2}$,

$$
\begin{align*}
& A_{2}=a_{2}+a_{3}=p_{1}\left|d_{14}\right|^{2}+p_{3}\left|d_{34}\right|^{2}, \\
& p_{3}=\frac{1}{T} \int_{0}^{T} d t\left|C_{n_{3}}(t)\right|^{2}, \tag{9}
\end{align*}
$$



FIG. 5. (a) The orientation-dependent intensity of the transition probability $\left(A_{2}\right)$ from VB and CB1 to CB2 and the two channels $a_{2}$ and $a_{3}$. (b) The orientation dependence of the population for $\left|n_{3}\right\rangle$ and the modular square of the transition dipole moment between $\left|n_{3}\right\rangle$ and $\left|n_{4}\right\rangle$.
where $d_{14}$ is the transition dipole moment between the eigenstate $\left|n_{1}\right\rangle$ and $\left|n_{4}\right\rangle$, and $d_{34}$ denotes the transition dipole moment between the eigenstate $\left|n_{3}\right\rangle$ and $\left|n_{4}\right\rangle$. $p_{3}$ is the population of the state $\left|n_{3}\right\rangle$.

Figure 5(a) shows the orientation-dependent intensity for the transition probability $A_{2}$ (circles), $a_{2}$ (squares), and $a_{3}$ (crosses). One can see that the electron transition from CB1 to CB 2 is about three orders of magnitude larger than that from VB to CB2. Therefore the population on CB2 is dominated by the electrons transition from CB1 to CB2. The population of $\left|n_{3}\right\rangle$ and the transition dipole moment between $\left|n_{3}\right\rangle$ and $\left|n_{4}\right\rangle$ are presented in Fig. 5(b). When $\theta$ is less than $30^{\circ}$, the population of $\left|n_{3}\right\rangle$ declines gently, meanwhile the dipole moment rises rapidly, which results in an upward trend of the transition probability of $a_{3}$. When $\theta$ is larger than $30^{\circ}$, the population drops rapidly and the transition dipole moment increases slowly. Therefore, the transition probability of $a_{3}$ peaks at $\theta=30^{\circ}$.

## IV. CONCLUSION

We explore the orientation dependence of HHG in nanowire based on a 2D single-electron model. It is shown that the orientation dependences of the first and second plateaus are different. Based on the analyses for the TDPI and the transition probability of the different energy bands, we show that the different orientation dependences of the two plateaus is due to the different orientation-dependent transition probabilities from VB to CB1 and CB2, respectively. Specifically, the electron prefers to be promoted to CB1 in parallel orientation, while the transition to CB2 is strongest around $30^{\circ}$. Our results show that the HHG yield in different plateaus is sensitive to the features of the respective conduction bands.
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