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Cutoff extension of high harmonics via resonant electron injection channels
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We investigate the manipulation of electron dynamics in high-order harmonic generation from semiconductor
via resonant electron injection channels, which are formed by adding ultraviolet light to the midinfrared driving
laser. In the presence of these channels, valence electrons far from the top of the valence band can be first
preaccelerated to the channels and then effectively injected into the conduction band, leading to a dramatic
extension of the cutoff of high harmonics even with a small vector potential of the driving field. The role of
the channels in the electron dynamics is unambiguously demonstrated from the time-frequency analysis and
time-dependent population imaging. By adjusting the frequency of the ultraviolet field, the harmonic cutoff can
be tuned in a wide range. Besides, as compared to trivial semiconductors, one can achieve the cutoff extension
with a lower frequency of the ultraviolet light for topological semiconductors owing to the emergences of extra
energy levels in the middle of the band gap.
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I. INTRODUCTION

High-order harmonic generation (HHG) is a highly non-
linear process that up-converts intense infrared laser into the
extreme ultraviolet (XUV) and soft x-ray radiation [1–3].
The harmonic radiation contains rich information about the
target and has been widely employed to study the micro-
scopic structures and ultrafast dynamics in gases [4–9] with
high spatial and temporal resolutions. To date, there has been
growing interest in experimental observations of HHG from
solids [10–16], extending the target media from gases to
condensed-matter systems [17–24]. HHG from solids is con-
sidered as a competitive alternative for obtaining the tabletop
XUV light source [25] due to the low driving laser intensity
and potential for high conversion efficiency originating from
the high density of the bulk crystals. Moreover, solid-state
HHG inspires new spectroscopy techniques that enable one to
study fundamental properties and ultrafast strong light-matter
interaction processes in materials. For example, high-order
harmonic spectroscopy in solids constitutes a powerful tool
for retrieving the energy-band structures [19,26], probing
crystalline symmetries [27,28], measuring Berry curvatures
[15], detecting topological phase transitions [29,30], etc.

The HHG in solids are usually considered to originate
from two distinct contributions: the intraband current and the
interband current [12,31,32]. The intraband current refers to
the current caused by laser-driven Bloch oscillations in the
individual band and the interband current results from the
transitions between the valence band (VB) and conduction
bands (CB). It is suggested that the high-order harmonics
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whose photon energy is larger than the band gap are predom-
inantly contributed by the interband current for midinfrared
(MIR) driving pulses [33,34], while the intraband HHG be-
comes dominant when the driving wavelength is extended
toward the terahertz regime [34]. In analogy to HHG from
gases, the process of interband HHG is often described with
the reciprocal space trajectory picture [35,36]: Electrons in
the VB are promoted to CB, continue oscillating in the driv-
ing field, and finally recombine with associated holes in the
VB with emission of the high harmonics. According to this
picture, for the interband harmonics, the primary plateau orig-
inates from the transitions from the first CB to the VB and
the other plateaus are due to transitions from higher lying
CB [37]. The cutoff [38] is determined by the highest energy
difference between the CB and VB that the promoted elec-
trons can reach in the reciprocal space. Since the electrons
are promoted via tunneling in MIR fields, where the tunnel
rate significantly decreases with the increase of energy gap
and decrease of the electric field [39], only electrons that are
preaccelerated [36] to the top of VB in the instant of the max-
imum electric field can be efficiently promoted and contribute
HHG. Thus, the cutoff is restricted by the vector potential of
the driving MIR field. A direct way to increase the cutoff
is to increase the vector potential, but the intensity grows
quadratically and may easily exceed the damage threshold.

Recently, the sensitivity of HHG to the spectral composi-
tion of the driving pulses has been examined theoretically and
experimentally for solid targets exposed to two- or three-color
laser pulses. In these investigations, the different roles of the
driver electric field and corresponding vector potential are ex-
ploited and serve as a guide for increasing the harmonic yield
or cutoff frequency. For example, the calculations of Song
et al. [40] for ω0 + 3ω0 two-color and ω0 + 3ω0 + 5ω0 three-
color pulses predict an intensity enhancement in the primary
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plateau spectral domain and confirm the importance of preac-
celeration of the electrons in the VB for allowing a large range
of initial crystal momenta to contribute to interband HHG.
Similarly, the two-color fields can select the short or long
quantum path effectively by controlling the relative phase, so
that the yield at the plateau or cutoff region of the harmonic
spectra can be enhanced by around one order of magnitude
by adding a weak third harmonic to the fundamental field
[41]. Shirai et al. [42] demonstrate that carrier-envelope-phase
controlled subcycle MIR pulses generated through two-color
filamentation have been applied for HHG in a crystalline
silicon (Si) membrane experimentally, where harmonic spec-
trum reaches the UV region (�300 nm), beyond the direct
band gap of Si. The numerical calculations from Navarrete
et al. [43] demonstrate that tuning the shape of a bichro-
matic driving field, by variation of the fundamental versus
second-order harmonic pulse amplitude ratio and delay, can
significantly enhance harmonic yields and modify the har-
monic cutoff frequency. Furthermore, one can reliably extract
useful information including retrieving the band structure [41]
and probing electron dynamics in solids [27,44,45] from two-
color schemes. By adding a weak perturbative second-order
harmonic field modulating the internal dynamics to the funda-
mental field, Uzan et al. [44] observe enhanced constructive
interference in the vicinity of singularities and resolve the
link between the dynamical joint density of states and the
harmonic spectrum. Vampa et al. [45] show that, when high
harmonics are detected from the input surface of a magnesium
oxide crystal, a bichromatic probing of the XUV emission
shows a clear synchronization largely consistent with a semi-
classical model of electron-hole recollisions in bulk solids.
Besides, one can observe broken inversion symmetry in solids
using two-color high-order harmonic spectroscopy [27].

In this work, we consider modifying the electron dynamics
in HHG from semiconductors by introducing additional pro-
motion channels, termed resonant electron injection channels
(REIC). REIC are formed by adding ultraviolet (UV) light to
the MIR driving field so that electrons far from the tunnel
channel can be efficiently injected into the CB via resonant
excitation. In this circumstance, the cutoff of HHG is not
restricted by the vector potential of the driving field and is
dramatically extended. The position of the REIC in the recip-
rocal space can be adjusted by tuning the frequency of the UV
light, and consequently the cutoff of HHG can be continuously
tuned. The scheme is theoretically demonstrated with a one-
dimensional (1D) Su-Schrieffer-Heeger (SSH) model [46,47],
which not only allows one to model trivial semiconductors but
also topological semiconductors. As compared to the trivial
semiconductors, one can achieve the cutoff extension with a
lower frequency of the UV light in the topological semicon-
ductors because of the emergences of extra energy levels in
the middle of the band gap [48,49]. The role of the REIC
in the modified electron dynamics is unambiguously revealed
from the time-dependent population imaging (TDPI) and the
time-frequency analysis of HHG.

II. THEORETICAL MODEL

The SSH model has been widely used in various re-
searches for semiconductors [46,47,49], photonic crystals

[50], phononic crystals [51,52], circuits [53], etc. Recently,
it has been employed to study HHG from a one-dimensional
semiconductor [49]. For an even number of sites N , the SSH
model consists of N/2 primitive cells. The atomic-site posi-
tions x j have the form in the Cartesian coordinates [49]

x j =
(

j − N + 1

2

)
a − (−1) jδ, j = 1, 2, . . . , N. (1)

Here, j is the atomic-site index. a is the separation of adjacent
atoms for an equidistant distribution, i.e., δ = 0. δ describes
the alternating shift of the atoms causing the dimerization.
Atomic units (a.u.) are used throughout this paper. The field-
free electronic SSH Hamiltonian matrix is as follows:

H0 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 v

v 0 w

w 0 v

v 0 w
. . .

. . .
. . .

w 0 v

v 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (2)

v, w are real-valued hopping elements describing the intra-
cell hopping (between j = 2m − 1 and 2m, m = 1, . . . , N/2)
and intercell hopping (between j = 2m and 2m + 1, m =
1, . . . , N/2 − 1) of an electron respectively, which scale ex-
ponentially with the distances between neighboring sites:

v = − exp[−(x2 − x1)] = −exp[−(a − 2δ)], (3)

w = − exp[−(x3 − x2)] = −exp[−(a + 2δ)]. (4)

For δ > 0 (δ < 0), the system is a trivial semiconductor (topo-
logical semiconductor) [48,49,54]. δ = 0 corresponds to a
metal phase.

The eigenstates of the SSH Hamiltonian (2) are obtained
by diagonalization. This Hamiltonian has N eigenstates,

�i = (
c1

i , c2
i , . . . , c j

i , . . . , cN
i

)�
, (5)

with i = 0, 1, ..., N − 1, where ci
j is the value of the elec-

tronic wave function at site j = 1, 2, ..., N . As described in
more detail in Ref. [55], the system consists of two bands if
δ �= 0. For one electron per site, the lower band (VB) is fully
populated while the upper band (CB) is empty.

The chain is coupled to linearly polarized (LP) laser
fields and parallel to the laser polarization direction. The
N/2 lowest energy states (occupied by N electrons, as-
suming spin degeneracy) are propagated in time in the
external laser field following the time-dependent Schrödinger
equation i d

dt �i(t ) = H(t )�i(t ). In the length gauge, the time-
dependent Hamiltonian matrix reads

H(t ) =

⎛
⎜⎜⎜⎜⎝

E (t )x1 v

v E (t )x2 w

w E (t )x3 v
. . .

v E (t )xn

⎞
⎟⎟⎟⎟⎠, (6)

where E (t )=−∂t A(t ) is the electric field of the laser with the
vector potential A(t ). Wave functions are propagated using the
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FIG. 1. The harmonic spectra in the cases of AMIR = 0.1 a.u., AUV

= 0.001 a.u.; AMIR = 0.1 a.u., AUV = 0; and AMIR = 0.4 a.u., AUV =
0. The harmonic spectra have been shifted vertically for comparison.
The harmonic spectrum in the case with pure UV light (see the violet
solid line) is presented in the inset.

Crank-Nicolson approximation to the time-evolution operator

exp[−iH(t )�t] = 1 − iH(t )�t/2

1 + iH(t )�t/2
+ O

(
�t3

)
, (7)

where �t =0.1 a.u. is the time step in our simulations. The
position expectation value equals the dipole and reads

X (t ) =
N/2−1∑

i=0

N∑
j=1

c j∗
i (t )x jc

j
i (t ), (8)

where i labels the state and j labels the position. c j
i (t ) is the

value of the time-dependent wave function �i(t ) at site j.
The harmonic spectrum for the chain is calculated by Fourier
transforming the dipole acceleration Ẍ (t ) as [56]

P(ωq) =
∣∣∣∣
∫

Ẍ (t )exp(−iωqt )dt

∣∣∣∣
2

(9)

with ωq = 2qπ

T0
, q = 1, 2, . . . , and T0 the optical cycle of the

fundamental driving field.

III. RESULTS AND DISCUSSION

A. Cutoff extension of HHG due to the resonant
electron injection channel

We consider a chain with N =200 sites, a=2 a.u., and
δ=0.15 a.u. This is a trivial direct-band semiconductor with
band gap Eg = 0.16 a.u., and the maximum energy differ-
ence between the CB and VB is about 0.6 a.u. (see Fig. 2).
Generally, a monochromatic MIR laser field is applied to
generate high harmonics. Here, we consider a laser pulse
with the wavelength λMIR = 8.6 × 104 a.u. = 4560 nm, the
amplitude of the electric field EUV = 0.001 a.u. = 0.0514
V/Å, and the intensity IMIR = 3.5×1010 W/cm2. The vector

FIG. 2. Illustration of electron dynamics with only MIR driving
field. The electrons are promoted via tunnel channels.

potential of the MIR pulse is given by

A(t ) = f (t )AMIRsin(ωMIRt ), (10)

with amplitude AMIR =0.1 a.u. and frequency ωMIR =0.01 a.u.

A sin-squared envelope f (t )=sin2(
πt

T
) is used to charac-

terize the pulse profile, with the width of the driving pulse
T =10T0. In our numerical calculations, the number of sites N
and time step dt were tested for convergence. The calculated
harmonic spectrum is shown as the blue solid line in Fig. 1.
The primary plateau is denoted by the yellow-filled region.
One can see that the cutoff frequency is quite low up to only
the 20th order and the harmonics beyond the cutoff frequency
are not clearly identified. To extend the cutoff, we add an
assistant UV component to the MIR component. The wave-
length of the UV light is λUV = 2.5 × 103 a.u. = 134 nm, the
amplitude of the electric field is EUV = 0.00034 a.u. = 0.0175
V/Å, and the intensity is IUV = 4.06 × 109 W/cm2. The UV
pulse is weaker than the MIR pulse and the peak electric field
of the combined pulse reaches approximately 0.00134 a.u.,
which does not increase much compared to that of the MIR
driver in order not to damage the sample. The vector potential
field is

A(t ) = f (t )[AMIRsin(ωMIRt ) + AUVsin(ωUVt )], (11)

where AUV =0.001 a.u. and ωUV =0.34 a.u. are the amplitude
and frequency of the UV field. The calculated harmonic spec-
trum is presented by the red solid line in Fig. 1. The cutoff
with the UV field is extended to the 48th order, as shown
by the violet-filled region. The signal-to-noise ratio in the
plateau is much higher and therefore the harmonics can be
more clearly defined. One can see a bright peak at the 34th
harmonic order corresponding to the frequency of the UV
pulse.

A clear physical picture that helps us understand the cutoff
extension can be obtained with the trajectory perspective on
HHG, as illustrated in Figs. 2 and 3. The band structures are
calculated from the Fourier transform of the eigenstates from
position to k space [48,49]. For a given electron in the VB
with initial crystal momentum k0, it oscillates in the VB when
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FIG. 3. Illustration of electron dynamics with the UV field
(ωUV = 0.34 a.u.). The electrons are promoted via REIC.

the driving field is switched on until it reaches a promotion
channel where electrons can be efficiently excited to the CB.
This process is called preacceleration [36]. After promotion
via the promotion channel, the electron continues oscillating
periodically in the CB driven by the external field. Simultane-
ously, the occurrence of the vertical transition of the electron
from the CB back to the VB leads to the harmonic radiation.
The cutoff energy of HHG is determined by the maximum
energy difference between CB and VB the promoted electron
can reach in the reciprocal space, i.e.,

max[ECB(k(t )) − EVB(k(t ))], (12)

with ECB and EVB being the band dispersion relations of the
CB and VB and k(t ) being the instantaneous crystal momen-
tum of the electron. The oscillation of the laser-driven electron
in the VB and CB satisfies the acceleration theorem

k(t ) = k0 + A(t ). (13)

In the case with only the MIR laser field, electrons are
promoted from the VB to the CB via tunneling. The tunneling
rate decreases dramatically with the increase of energy differ-
ence between the two bands and the decrease of the electric
field strength [39]. Therefore, the promotion channels are only
available at the tops of the VB, denoted by ±k1 in Fig. 2, and
efficient promotion occurs when an electron is preaccelerated
at the tunnel channels in the instant of the maximum electric
field. Note that the vector potential A(t ) is near zero when
the electric field reaches its peaks in a linearly polarized field.
Thus, only electrons with initial crystal momentum close to
±k1 can be excited to the CB and contribute HHG. This is
why the 	-point-only single-active-election model [37,57–59]
is successfully used in many of the previous theoretical studies
for linear driving fields. As shown in Fig. 2, the electron with
initial crystal momentum k1 tunnels into the CB as indicated
by the solid red arrow (the preacceleration process is not
shown here). Then, the laser-driven periodic oscillation of the
electron in the CB (represented by solid orange arrows) is
restricted in the region of k ∈ [k1 − AMIR, k1 + AMIR]. During
the oscillation, the electron recombines to the VB from the

CB, generating high harmonics. The vertical transitions with
largest energy difference are presented by the solid blue ar-
rows. From this, the cutoff energy predicted in Fig. 2 is

ε1 = ECB(±k1 ∓ AMIR) − EVB(±k1 ∓ AMIR). (14)

Considering the symmetry of the energy bands,

ε1 = ECB(k1 + AMIR) − EVB(k1 + AMIR). (15)

The cutoff energy ε1 predicted by Eq. (15) from the k-space
semiclassical picture is consistent with the numerical result in
Fig. 1.

As for the case with the UV field, apart from the tunnel
channels, REIC are formed at ±kc and ±k′

c (see the violet
arrows in Fig. 3), where the difference between ECB(kc) and
EVB(kc) matches the frequency of the UV light ωUV. Any
electron which can be preaccelerated to the positions of these
channels can be promoted to the CB by absorbing a photon
with frequency ωUV. Note that the resonant excitation by the
UV light is not sensitive to the instantaneous electric field of
the MIR driving laser. Therefore, the farthest electron that
can be efficiently injected into the CB are those with initial
momenta ±kc ∓ AMIR (i.e., ±k2) or ±k′

c ± AMIR (i.e., ±k3).
Taking the initial crystal momentum k2 for example, as shown
in Fig. 3, the electron first reaches kc during the preacceler-
ation process (represented by the solid orange arrow). Then,
the electron is injected into the CB via the REIC as indicated
by the solid violet arrow. In the CB, the electron periodically
oscillates in the region of k ∈ [k2 − AMIR, k2 + AMIR] (repre-
sented by the solid orange arrows) and the occurrence of the
vertical transition generates high harmonics. The transition
responsible for the harmonic cutoff is represented by the solid
red arrow. From this picture, the cutoff energy with UV field
is

ε2 = ECB(kc − 2AMIR) − EVB(kc − 2AMIR), (16)

which agrees with the numerical result in Fig. 1.
Our work reveals that the presence of REIC significantly

modifies the electron dynamics so that electrons far from the
tops of the VB can be injected into the CB and efficiently
contribute HHG. This leads to a dramatic extension of the
cutoff. Note that a very weak UV light is enough to lead to
the REIC effect based on single-photon resonance. Therefore,
one can choose the UV light with much lower intensity to
get similar results and effectively expand the cutoff region. In
order to achieve the same effect of cutoff extension by simply
increasing the vector potential of the MIR driving field, the
intensity will be increased by 16 times (the resultant harmonic
spectrum is shown in Fig. 1 as the dashed black line). The
harmonic spectrum with pure UV light is presented in the
inset in Fig. 1. One can see that the radiation exists only
near the resonance peak. In contrast, in the combined pulse,
since the MIR field drives the injected electrons via REIC in a
wide range in the CB, coherent radiation with a broad spectral
range is obtained, supporting UV pulses with short duration
in the time domain. The HHG process can be alternatively
viewed as a frequency broadening around ωUV in the presence
of the MIR light.

Another interesting phenomenon in Fig. 1 is that even har-
monics dominate in the plateau for the combined driving pulse
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FIG. 4. Comparison of the cases without (left column) and with
(right column) the UV field considering only electrons with typical
initial crystal momenta. [(a), (b)] The harmonic spectra without and
with the UV field. [(c), (d)] The time-frequency analysis of the
HHG without and with the UV field. [(e), (f)] The TDPI and the
semiclassical trajectories in the reciprocal space without and with
the UV field.

(see the solid red line). Due to the conservation of energy,
the harmonic frequency is given by �(nMIR,nUV ) = nMIRωMIR +
nUVωUV, where nMIR and nUV are integer numbers denoting
the numbers of driver photons absorbed (or emitted) at angular
frequencies ωMIR and ωUV, respectively. Parity conservation
requires that nMIR + nUV is odd [60,61]. The harmonics in
the plateau are contributed from the electrons that undergo
injection by absorbing one UV photon, the acceleration driven
by the MIR light, and the recombination in sequence, so the
( ωUV
ωMIR

± 2n)th-order harmonics dominate in the plateau, where
n is an integer. Therefore, in the case of ωUV = 0.34 a.u.,
the (34 ± 2n)th-order harmonics, i.e., the even harmonics,
dominate in the plateau.

All the electrons in the VB are involved in the above cal-
culations. To have a deeper insight into the results, we focus
on the electrons with typical initial crystal momenta. For the
case with only the MIR field, we consider the electrons at the
tops of the VB, i.e., at the position of the tunnel channels.
Figure 4(a) shows the obtained harmonic spectrum from these
electrons. The harmonic cutoff indicated by the dashed red
line is the 20th order and the cutoff energy is 0.2 a.u. As a
contrast, we consider the electrons initially at ±kc and ±k′

c
(i.e., at the position of the REIC) in the case with the UV
field. The obtained harmonic spectrum from these electrons
is shown in Fig. 4(b). One can see that the harmonic cutoff
in the latter case is much higher as compared to that in the
former case. To reveal the underlying electron dynamics for
the two harmonic radiation, Figs. 4(c) and 4(d) show the time-
frequency analysis for Figs. 4(a) and 4(b) respectively with
the Gabor transform [62]. The color maps of Figs. 4(c) and
4(d) represent the time-frequency distribution of the harmonic

intensity in the logarithmic scale. Considering the dipole ac-
celeration Ẍ (t ), the Gabor transform (GT) is performed as

GT(�, t0) = 1

2π

∫
dtẌ (t )e−i�t e−(t−t0 )2/2σ 2

, (17)

where � is the frequency of the HHG. In our study, we use
σ = 1

4ωMIR. The time-frequency distribution is obtained by

IGT(�, t0) = |GT(�, t0)|2. (18)

As is shown in many studies, the time-dependent dis-
tribution of HHG well depicts the Bloch oscillation of the
contributing electron [37,63,64]. One can see in Fig. 4(c)
that the distribution oscillates forth and back periodically in
the spectral range a little higher than the band gap Eg, up
to the 20th order. This is because the harmonic radiation is
contributed by the electron oscillations close to the tops of
the VB, as expected in Fig. 2. As for the case with the UV
field, one can see that the time-frequency distribution for the
harmonic radiation mainly oscillates around the 34th order
and reaches up to the 42th order (represented by the horizontal
dashed white line), i.e., the cutoff shown in Fig. 4(b). This
time-frequency distribution well corresponds to the electron
dynamical oscillations at the crystal momenta far from the
tops of VB, as discussed in Fig. 3.

Another useful tool to uncover the real-time dynamics in
the quantum mechanical evolution in HHG is the TDPI of
electrons [65]. We first calculate the instantaneous population
|Cn(t )|2 on eigenstate �n by calculating the modulus square of
projection of the time-dependent wave function �i(t ) on �n

as

|Cn(t )|2 = |〈�n|�i(t )〉|2 (19)

with n = 0, 1, . . . , N − 1. The TDPI is obtained by plotting
|Cn(t )|2 as a function of time t and eigenenergy En of the
Hamiltonian H0, as shown in Figs. 4(e) and 4(f), correspond-
ing to the HHG in Figs. 2(a) and 2(b) respectively. One can
see clear energy-resolved population oscillations of electrons
in the respective bands in the TDPI. These population os-
cillations correspond to the Bloch oscillations of electrons
in reciprocal space, where the electrons are driven forth and
back periodically by the external laser field. The semiclassi-
cal trajectories in the reciprocal space according to Eq. (13)
are also presented in Figs. 4(e) and 4(f) by the thin dashed
white lines. One can see that the semiclassical trajectories
agree well with the profiles of the TDPI from the quantum
mechanical simulations. Again, Fig. 4(e) indicates that the
electrons oscillate close to the band gap, which attributes to
the excitations via the tunnel channels. The maximum energy
difference between the population in the CB and VB is up to
ε3 (see the horizontal thick dashed lines), which agrees with
the cutoff energy in Fig. 4(a). As for the case with the UV
field shown in Fig. 4(f), the population oscillates far from the
band gap, i.e., the electrons in the VB never pass through
the tunnel channels. Meanwhile, the population in the VB
becomes smaller over time while the population in the CB
becomes larger, indicating an efficient injection via the REIC.
Consequently, the maximum energy difference is up to a much
larger value ε4 (see the horizontal thick dashed lines), which
agrees with the cutoff energy in Fig. 4(b).
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FIG. 5. The harmonic spectra in the cases of ωUV varying from
0.16 to 0.40 a.u. with a step of 0.2 a.u.

Based on the above discussions, by adjusting the frequency
of the UV field, one can adjust the position of the REIC so
that the cutoff of the HHG can be tuned in a wide range. As is
demonstrated in Fig. 5, we calculate the harmonic spectra and
identify their cutoff (denoted by filled regions with different
colors) in the cases of ωUV varying from 0.16 to 0.40 a.u. with
a step of 0.2 a.u. One can see the cutoff is continuously tuned
from the 27th order to the 52th order.

B. Cutoff extension of HHG in topological semiconductors

Apart from the electron injection and control of electron
dynamics in trivial semiconductors, we also discuss those in
topological semiconductors. Here, we change δ = 0.15 a.u.
to δ = −0.15 a.u. The band structure of the chain is shown in
Fig. 6(a), where the band gap Eg = 0.16 a.u. More importantly,
the chain transits from a trivial phase to a topological phase.
Two topological edge states emerge with nearly zero energy
in the middle of the band gap [48,49]. These edge states
are spatially highly localized at the edges of the chain and
therefore widely spread in the k space. Due to the emergences
of the edge states, electrons can be injected into the CB in
two steps: first to the edge state by absorbing one photon and
then to the CB by absorbing another photon. The REIC locate
where the energy difference between the two bands is twice
of the UV photon energy, denoted by kc and k′

c. Similarly, any
electron that can be preaccelerated to the position of REIC can
be injected into the CB and efficiently contribute HHG. The
dynamics of the electrons responsible for the harmonic cutoff
(with initial crystal momenta ±k4 and ±k5) are illustrated
in Fig. 6(a). The maximum reachable energy difference ε5

satisfies

ε5 = ECB(kc − 2AMIR) − EVB(kc − 2AMIR) (20)

and is much larger than that for electrons promoted via the
tunnel channels at the tops of the VB. The numerical results
are shown in Fig. 6(b). Since the REIC can be formed in
a two-step manner, the required wavelength of the assistant
field can be longer. Here, we consider ωUV = 0.16 a.u. corre-
sponding to the wavelength λUV = 5.4 × 103 a.u. = 285 nm.
The other laser parameters remain the same. The harmonic

FIG. 6. (a) Illustration of the electron dynamics with the UV
field (ωUV = 0.16 a.u.) in the topological semiconductor. (b) The
harmonic spectra with and without the UV field in the topological
semiconductor. The harmonic spectrum in the case with pure UV
light (see the violet solid line) is presented in the inset.

spectra in the cases with and without the UV field are shown
as the red and blue lines, with the primary plateaus indicated
by the violet-filled and yellow-filled regions respectively. The
harmonic cutoff with the UV field is the 47th order and agrees
with ε5 predicted by Eq. (20), while the harmonic cutoff with
only the MIR field is the 20th order. The cutoff is significantly
extended by adding the UV light. The harmonic spectrum with
pure UV light is presented in the inset in Fig. 6. One can
see that the radiation only exists near ωUV and 3ωUV. In con-
trast, in the combined pulse, the MIR field drives the injected
electrons via REIC in a wide range in the CB, contributing
to coherent radiation with a broad spectral range. Thus, one
can achieve the frequency broadening of the UV light in the
presence of the MIR light.

IV. CONCLUSION

In summary, we show that, by introducing new injection
channels called REIC with assistant UV light, the electron
dynamics in HHG from semiconductors are dramatically
modified. Unlike typical HHG dynamics where only electrons
at the tops of VB can be efficiently promoted to the CB via
tunneling, electrons far away from the tops of the VB can
be effectively injected into the CB via REIC. As a result, the
cutoff of HHG is not restricted by the vector potential of the
driving field and is dramatically extended. The cutoff region
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can also be tuned in a wide range by adjusting the position of
the REIC with the different frequency of the UV light. In the
presence of topological edge states, the REIC can be formed
with a two-step excitation so that the cutoff extension can take
place with a lower frequency of the UV light. The role of the
REIC in the manipulation of the electron dynamics is revealed
with the time-frequency analysis and TDPI.

Although we demonstrate our scheme with a one-
dimensional SSH chain as a prototype, the effect of the REIC
is general and not restricted to the SSH chain. The valence
electrons far from the top of VB can be efficiently injected
into CB via REIC based on the resonant excitation irrespective
of the dimension or band structure of the target semiconduc-
tor. Then the injected electrons will substantially contribute
to HHG with large cutoff due to the dynamics depicted in
Figs. 3 and 6(a). Therefore, our proposed ideal can be used
for various kinds of real materials, such as zinc oxide crystals,
magnesium oxide crystals, etc. In the presence of the UV light,
one can see that the excitation of electrons is dominated by
the single-photon resonance. In this case, one can focus on
the two energy bands coupled by the resonance. However,

it is possible that in many systems there are also higher CB
coupled by the resonance. The higher bands are not included
in our model. If they are considered, one would see a dramatic
enhancement of the second or even higher plateaus due to the
electron injection via REIC into higher CB and also harmonics
of the UV light in these plateaus. This is out of the scope of
this work. In this paper, we focus on the cutoff extension of
the primary plateau, which can be well described by models
with two bands and is not affected by the higher CB [37].
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