Resolving strong-field tunneling ionization with a temporal double-slit interferometer
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Laser-induced tunneling ionization is one of the most fundamental and ubiquitous quantum processes and it initiates various ultrafast phenomena in intense laser-atom and laser-molecule interactions. Accurately resolving tunneling ionization is essential for understanding these phenomena. Based on the advanced attosecond technologies, such as high-order harmonic spectroscopy and strong-field photoelectron holography, previous studies have resolved the temporal properties of the tunneling process for rescattering electron. Here, as a complement, we theoretically demonstrate the retrieval of the time information of the tunneling process for the direct electron with the temporal double-slit interferometer. In this scheme, a weak second harmonic parallel to the fundamental field is added. By solving the time-dependent Schrödinger equation, the photoelectron momentum distribution (PEMD) from strong-field tunneling ionization is obtained. Varying the relative phase of the parallel two-color field, the path of the ionized electrons periodically changes, leading to a shift of the time double-slit interference fringes in PEMDs. By analyzing the response of the interference fringes to the perturbation, the time information of direct electron in strong-field tunneling ionization is reconstructed. Interestingly, our results present excellent agreement with the complex time obtained from the quantum-orbit model.
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I. INTRODUCTION

Laser-induced tunneling ionization is the first step of a broad range of strong-field phenomena, such as above-threshold ionization (ATI) [1,2], high-order harmonic generation [3–6], and nonsequential double ionization [7–12], and it lies at the heart of attosecond science [13,14]. During past decades, the relationship between the tunneling of an electron through a barrier and its dynamics outside the barrier, and how to resolve the tunneling ionization process have been hotly discussed [15–18]. Recently, the advances in attosecond technology have opened a door to revisit this issue. For instance, with high-order harmonic spectroscopy, the ionization time for each harmonic has been reconstructed [19,20]. Very recently, with photoelectron spectroscopy, the temporal properties for the tunneling ionization process of photoelectrons have been accurately retrieved with the concept of photoelectron holography [21–23].

For the tunneling ionization of an atom or a molecule in a strong laser field, part of the ionized electron wave packet (EWP) would be driven back and scatter off with the ionic core (rescattering electron), while the other part of the EWPs reach the detector directly without further interaction with the patent ion (direct electron) [24]. In a quantum mechanism, the temporal properties of the direct and rescattering EWPs have been conceptually defined with the quantum orbit (QO) model, which is based on the application of the Feynman’s path-integral approach in describing strong-field laser-atom interaction [25]. In the above-mentioned high-order harmonic spectroscopy and photoelectron spectroscopy, the temporal properties for the rescattering electron were retrieved, and the results were in good agreement with the predictions of the QO model [19–22]. According to the QO model, the temporal properties of the direct electron are actually very different from that of the rescattering electrons [25]. In strong-field tunneling ionization, the probability of the rescattering electron is small and it contributes significantly to the high-energy part of the photoelectron spectrum [2]. The direct electron plays a major role in the photoelectron momentum distribution (PEMD). However, the temporal properties for this direct electron have not been measured yet. We should mention that in the attoclock experiment, the temporal properties of the tunneling process for the direct electron have been deeply investigated [26–28]. In those measurements, the time was defined as the real-time delay between the laser electric-field peak and the ionization-rate peak. Quantum mechanical, tunneling ionization occurs continuously and the electron with different final momenta is tunneling ionized at different times. In the QO model, ionization time is a complex number. The real part denotes the time when an electron exits a tunneling barrier, and the imaginary part characterizes the underbarrier electron motion [29,30]. Here, by surveying the interference structures in the PEMDs, we study this complex ionization time of the direct electron.

Due to the coherent nature of tunneling, the tunneled EWPs following different pathways to the same final momentum will give rise to numerous interesting interference patterns in PEMDs. In the past ten years, these interference structures
have been identified and comprehensively studied. The well-known strong-field photoelectron holographic interference is one of them [31,32]. Here, we employ another interference, i.e., the temporal double-slit interference [33,34]. This structure derives from the interference of two direct EWPs released within the consecutive laser half cycles at times where the vector potential is the same but the direction of electric field is opposite. It leads to the modulation of ATI spectrum, offering abundant information on the subcycle dynamics [35–37]. In Ref. [33], the temporal double-slit interference was first observed in experiments for argon, and subsequently it has been experimentally and theoretically analyzed [38–40]. Recently, a two-color pulse was used to control the temporal double-slit interference and to extract the phase difference of the two direct EWPs after tunneling [41–44]. In this paper, we use this temporal double-slit interferometer to accurately determine the complex ionization time of the direct electron.

The schematic diagram of our scheme is illustrated in Fig. 1, where we add a weak perturbative second harmonic (SH) to the strong fundamental (FM) field. The perturbation affects the phases of the two paths of EWPs in the temporal double-slit interferometer, and thus leads to the shift of the interference in the PEMDs. As the relative phase of this two-color field changes, the interference fringes oscillate accordingly. By analyzing the response of the interference fringes to the perturbation, the temporal properties for the EWPs could be retrieved. It should be noted that in the temporal double-slit interferometer, the effect of the long-range Coulomb potential on the phases of the EWPs is the most difficult issue in previous studies [36,38,39]. In our scheme, we analyze the shift of the interference fringes induced by the weak perturbation, and we are free from the effect of the Coulomb potential. Our analysis shows that the amplitude of the oscillation of the interference fringes is very sensitive to the complex ionization time of tunneling. Based on this result, the imaginary part of the ionization time is accurately retrieved. The obtained results are in remarkable agreement with the predictions of the QO model.

II. THEORETICAL METHODS

A. Numerically solving TDSE

To investigate the temporal double-slit interference of PEMDs in parallel two-color laser pulse, we numerically solve the two-dimensional time-dependent Schrödinger equation (2D-TDSE) in the coordinate $(x, y)$. Atomic units (a.u.) are used throughout unless stated otherwise. In the length gauge, the TDSE is given by

$$i\frac{\partial \Psi(\vec{r}, t)}{\partial t} = \left[ -\frac{1}{2} \nabla^2 + V(r) + \vec{F}(t) \right] \Psi(\vec{r}, t),$$  \hspace{1cm} (1)

where $\Psi(\vec{r}, t)$ represents the wave function and $\vec{F}$ denotes the electric field of the laser pulse, which is combined by a strong FM field and a weak SH component, respectively. In our calculation, $\vec{F}$ is written as

$$\vec{F}(t) = f(t)( F_1 \cos(\omega_1 t) + F_2 \cos(\omega_2 t + \varphi) ) \hat{x},$$  \hspace{1cm} (2)

where $\hat{x}$ denotes the polarization direction of the parallel two-color field and $\varphi$ represents the relative phase. $f(t)$ is the envelope function of the laser pulse, which has the form of $f(t) = \sin^2(\pi t/\tau_p)$ with duration time $\tau_p = 8\tau_1$ ($\tau_1 = 2\pi/\omega_1$). $\omega_1$ and $\omega_2$ indicate the frequencies of the FM field and SH component, respectively.

To solve the 2D-TDSE, the initial wave function is prepared by the imaginary-time propagation [45]. The split-operator method is used on a Cartesian grid $\xi \times \xi$ with $\xi = 500$ a.u [46]. The time step is fixed at $\Delta t = 0.1$ a.u. and the spatial discretization is $\Delta x = \Delta y = 0.24$ a.u. The whole wave function is smoothly divided into two regions: the inner region and the outer region by a splitting function [47]. In the inner space, the wave function $\Psi_1$ propagates under full Hamiltonian, while in the outer space, the wave function $\Psi_2$ standing for the “ionized part” analytically propagates under the Volkov Hamiltonian. More specifically, at each time step, $\Psi_2$ is firstly Fourier transformed into the momentum space $C(\vec{p}, \tau)$, and further it is propagated from time $\tau$ to the end of the laser pulse. Finally, the PEMD is obtained by summing the wave function $C(\vec{p}, \tau)$ in the momentum space over $\tau$,

$$\frac{dP(\vec{p})}{dE d\theta} = \sqrt{2E} \sum_\tau C(\vec{p}, \tau)^2,$$  \hspace{1cm} (3)

where $\vec{p}$ is the electron final momentum, $E = \vec{p}^2/2$ is the electron energy, $A(x) = -\int_{-\infty}^{+\infty} \vec{F}(t)dt$ is the laser vector potential, and $\theta$ denotes the electron emission angle. At the end
of the laser pulse, the wave function is propagated for four additional optical cycles of the laser pulse to make sure that the “slow” electrons exceed the boundary of the inner space [48,49].

### B. Quantum-orbit model

To analyze the photoelectron interferometer, the strong-field approximation (SFA) method is employed [50,51]. In this method, the strong-field ionization process is described by the saddle-point approximation, which provides us the QOs to analyze the interference structure. In a single-color field, it is written as

\[
M^D = -i \int_0^{t_f} dt \langle \bar{p} + \bar{A}(t) | \bar{F}(t) | \psi_0 \rangle e^{i\omega \tau},
\]

where \( t_0 \) is the ionization time, \( t_f \) is the pulse turn-off time, and

\[
S^D = -\int_{t_0}^{t_f} \left\{ \frac{1}{2} (\bar{p} + \bar{A}(\tau))^2 + I_p \right\} d\tau
\]

is the electron action. In our study, the temporal double-slit interference of PEMD comes from the interference of two direct EWPs, and it is given by

\[
|M^D|^2 = |M^D_{D1} + M^D_{D2}|^2 = |M^D_{D1}|^2 + |M^D_{D2}|^2 + 2 |M^D_{D1}| |M^D_{D2}| \cos(\Delta \theta).
\]

Here \( M^D_{D1} \) and \( M^D_{D2} \) denote the ionization amplitudes of the tunneling EWPs, and \( \Delta \theta \) represents its phase difference. \( M^D_{D1} \) and \( M^D_{D2} \), indicating the two temporal slits, serve as the two arms of our interferometer. The interference structure is determined by the phase difference of the transition amplitude mainly. Thus, in the following, for simplicity we will omit the pre-exponential term of transition matrix.

According to Ref. [31], the phase difference for the temporal double-slit interference is obtained by the saddle-point approximation, which provides us the QOs to analyze the interference structure. In a single-color field, it is written as

\[
\Delta \theta^S = S^{D2} - S^{D1} = \int_{t_0}^{t_f} \left\{ \frac{1}{2} (\bar{p} + \bar{A}(\tau))^2 + I_p \right\} d\tau
\]

\[
+ \int_{t_0}^{t_f} \left\{ \frac{1}{2} (\bar{p} + \bar{A}(\tau))^2 + I_p \right\} d\tau
\]

\[
= \int_{t_0}^{t_f} \left\{ \frac{1}{2} (\bar{p} + \bar{A}(\tau))^2 + I_p \right\} d\tau,
\]

where \( t_0^{D1} \) and \( t_0^{D2} \) denote the ionization times of the two direct EWPs. When a SH parallel to the single-color field is added, the phase difference is rewritten as

\[
\Delta \theta^{PTC} = \int_{t_0}^{t_f} \left\{ \frac{1}{2} (p_x + \bar{A}_1(\tau) + \bar{A}_2(\tau))^2 + p_x^2 + I_p \right\} d\tau.
\]

In our two-color scheme, the additional SH is much weaker than the FM field and is used to perturb the subsequent motion of EWP. Therefore, the ionization time of the direct electron is not affected by the weak perturbation, and it is approximately determined by the saddle-point equation in the FM field, i.e.,

\[
\frac{1}{2} (p_x + \bar{A}_1(t_0^{D1}))^2 + \frac{1}{2} p_x^2 + I_p = 0,
\]

\[
\frac{1}{2} (p_x + \bar{A}_1(t_0^{D2}))^2 + \frac{1}{2} p_x^2 + I_p = 0.
\]

Here, Eqs. (9) have a transparent physical interpretation, representing the energy conservation of photoelectron at the moment of ionization.

It should be noted that the ionization times obtained from Eqs. (9) are complex numbers, so the phase differences in Eqs. (7) and (8) are complex. The imaginary part related to the amplitude of direct EWP affects the contrast of interference fringes, and the real part decides the position of fringes that we are interested in. Hence, in this paper we consider the real phase difference only.

### III. RESULTS AND DISCUSSION

The TDSE results of PEMDs for strong-field tunneling ionization of an Ar atom are illustrated in Figs. 2(a)–2(d), where Fig. 2(a) shows the data of 1600-nm single-color laser field, and Figs. 2(b)–2(d) present the data of the parallel two-color pulse with relative phases \( \omega = 0, 0.5 \pi, \) and \( 1.5 \pi \), respectively. The parallel two-color field is polarized along \( x \) direction, and consists of a strong 1600-nm FM field and a much weaker SH. The laser peak intensity for the 1600-nm laser pulse is \( 1.2 \times 10^{14} \) W/cm\(^2\) and that for the SH component is \( 1.2 \times 10^{15} \) W/cm\(^2\). In these PEMDs, there are three types of interference fringes. The first one is the intercycle interference, and it is a ringlike structure in the PEMD and presents as the peak structure in the energy spectrum. This pattern stems from the interference of the EWPs created at a time interval separated by the laser cycle and is referred to as an ATI peak [52,53]. The second type of the interference exhibits the almost parallel fringes in the PEMD (parallel to the laser polarization direction), known as strong-field photoelectron holography [31]. It is originated from the coherent superposition of the direct and near-forward rescattering EWPs tunneled at the same quarter of the laser cycle. During the past years, this structure has been broadly studied and applied to probe the structural and temporal properties of atomic and molecular systems with angstrom and attosecond precision [54–62]. The third one is the most prominent at the high-energy region of the PEMDs in Figs. 2(a)–2(d), presents as the modulation of ATI rings. It results from the interference of the direct EWPs tunneling ionized during two adjacent half cycles of the laser pulse and is described as the temporal double-slit interference [33]. In recent studies, this subcycle interference has attracted much attention and has been shown that it could supply a wealth of information on the subcycle dynamics [35–37,63]. Here, we focus on this type of interference.

In Figs. 2(a)–2(d), it is seen that the temporal double-slit interference is strongly disturbed by the perturbative SH field. For example, with respect to the cut of \( p_x = -1.3 \) a.u. (the vertical dashed line), the temporal double-slit interference fringes in the two-color field are shifted along the \( p_x \) direction. This can be more clearly seen in Figs. 2(e) and 2(f), where we display two cuts of PEMD as functions of \( \omega \) for \( p_x \in \)
FIG. 2. (a)–(d) PEMDs of argon atom obtained by solving TDSE in the 1600-nm single-color field and parallel two-color fields with the relative phases \( \phi = 0 \), \( 0.5 \pi \), and \( 1.5 \pi \), respectively. The parallel two-color field is polarized along the \( x \) axis, and synthesized by a strong 1600-nm FM field and a weak SH. The dashed white lines indicate the cut of \( px = -1.3 \) a.u. The dashed circles, solid curves, and black dashed lines show the ATI peaks, temporal double-slit structure, and holographic structure, respectively. (e) Photoelectron yield at \( py = 0 \) for \( \phi \) ranging from 0 to \( 2\pi \). (f) Same as (e) but for another cut of \( py = 0.2 \) a.u. The dashed and solid curves show the position of the temporal double-slit interference maxima. All the color bars of PEMDs are logarithm scaled.

[−1.8, −0.6] a.u. It is shown that for the cut of \( py = 0 \), the interference fringes periodically oscillate with the relative phase \( \phi \), and they shift most to the left side at \( \phi = 1.5\pi \), while to the right side at \( \phi = 0.5\pi \). For the cut of \( py = 0.2 \) a.u., the behavior is similar to that of \( py = 0 \). As we will demonstrate, this fringe shift allows us to resolve the time information on the direct electron in a strong-field tunneling ionization process.

FIG. 3. (a) TDSE results of PEMD for single-color laser field at \( py = 0 \) before (solid green curve) and after (solid purple curve) averaging over the ATI peaks. The dashed red curve indicates the factor \( e^{i\phi p_y} \). (b) Interference term \( \cos(\Delta \theta) \) extracted from the averaged PEMD at \( py = 0 \) (solid blue curve). The dashed gray lines denote the positions of the time double-slit interference maxima. (c), (d) \( \cos(\Delta \theta) \) obtained from the PEMD in the single-color field and the parallel two-color laser field with \( \phi = 1.5\pi \), respectively. (e), (f) Phase difference \( \Delta \theta \) extracted from the momentum region of the dashed black boxes in (c) and (d), respectively. The purple and gray lines show the cuts of \( px = 0 \) and \( px = 0.2 \) a.u.

To extract the interference term of the temporal double-slit interference, we apply the following procedure to the PEMDs. First, we eliminate the ATI peaks and holographic structure by averaging the PEMD with a momentum window, i.e., over \( (px, py) \) in an interval \( (px ± \Delta px, py ± \Delta py) \) of suitable widths \( 2\Delta px \) and \( 2\Delta py \). A cut of the thus obtained averaged PEMD as well as the raw TDSE results are presented in Fig. 3(a). It is clearly shown that the temporal double-slit interference behaves as a modulation to the cut. Then, we fit the averaged cut with the function of \( e^{i\phi p_y}[1 + g(px) \cos(\Delta \theta)] \), where \( e^{i\phi p_y} \) is the background contribution and is obtained by fitting the logarithmic PEMD with a polynomial. \( g(px) \) represents the envelop of the oscillating function \( \cos(\Delta \theta) \) and is again obtained by fitting with a polynomial. An example of \( e^{i\phi p_y} \) at the cut of \( px = 0 \) marked by the dashed line is shown in Fig. 3(a). Dividing the averaged PEMD by the factors \( e^{i\phi p_y} \).
and \(g(p_x)\), the interference term \(\cos(\Delta \theta)\) is constructed. It lies between \(-1\) and \(+1\), as shown in Fig. 3(b). We repeat the above procedures for \(p_y\), ranging from \(-0.5\) a.u. to \(0.5\) a.u. The extracted interference term from the PEMD for the single-color field is shown in Fig. 3(c), and that for the two-color field with \(\varphi = 1.5\pi\) is shown in Fig. 3(d). Note that \(\cos(\Delta \theta)\) is stable and independent on the details of the fitting calculations for the momentum region not very close to the classical boundaries of the PEMDs.

To show the effect of the perturbative SH field on the temporal double-slit interference quantitatively, we further extract \(\Delta \theta\) from the interference term \(\cos(\Delta \theta)\). The results are presented in Figs. 3(e) and 3(f). Then, we calculate the difference of \(\Delta \theta\) in the two-color field with respect that of the single-color field, i.e., \(\delta \theta = \Delta \theta^{\text{PTC}} - \Delta \theta^{\text{S}}\), where \(\Delta \theta^{\text{PTC}}\) and \(\Delta \theta^{\text{S}}\) represent the phase differences of the temporal double-slit interference fringes in the parallel two-color field and single-color field, respectively. Two examples of \(\delta \theta\) at the cuts of \(p_{x} = 0\) and \(p_{y} = 0.2\) a.u. for several relative phases are shown in Figs. 4(a) and 4(b), respectively. The effect of the SH field is obviously seen. For example, for the cut of \(p_{x} = 0\), \(\delta \theta > 0\) and it increases with increasing \(p_{x}\) at \(\varphi = 0.5\pi\), while for \(\varphi = 1.5\pi\), \(\delta \theta < 0\) and it decreases with increasing \(p_{x}\). In Figs. 4(c) and 4(d), tracing \(\delta \theta\) as function of \(\varphi\) for different \(p_{x}\), it is indicated that \(\delta \theta\) oscillates with \(\varphi\), and the oscillate amplitude depends on \(p_{x}\). For instance, for the photoelectron with the final momentum \((-0.9, 0)\) a.u., the amplitude for the oscillation of \(\delta \theta\) equals to \(0.6\pi\), and for \((-1.1, 0)\) a.u., it is \(0.4\pi\). The behavior of the cut at \(p_{y} = 0.2\) a.u. is similar to that of \(p_{x} = 0\).

As demonstrated in Sec. II, the temporal double-slit interference can be described by Eqs. (7) and (8) in the single-color and parallel two-color field. It should be mentioned that Eqs. (7) and (8) stem from the SFA [25]. In SFA, the phase produced by the Coulomb interaction between the parent ion and ionized electron is not taken into account. Thus, the predicted interference structures deviate seriously from the TDSE calculations and experimental data [36,38,39]. In our scheme, the effect of Coulomb potential on the interference fringes in the single-color field is similar to that in the parallel two-color field, and it does not contribute to the shift of the interference fringes. So, we are free from dealing with this tedious issue. The reason is explained in the following.

As demonstrated in Ref. [41], the temporal double-slit interference could be quantitatively described when the phase which accounts for the Coulomb interaction is added to Eqs. (7) and (8). Therefore, the phases for the temporal double-slit interference in the single-color and two-color fields are rewritten as \(\Delta \theta^{\text{PTC}} + \alpha^{\text{PTC}}\) and \(\Delta \theta^{\text{S}} + \alpha^{\text{S}}\), respectively. The phase \(\delta \theta\) responsible for the interference shift of the two-color field with respect to that of the single-color field is written as \(\delta \theta = \Delta \theta^{\text{PTC}} + \alpha^{\text{PTC}} - \Delta \theta^{\text{S}} - \alpha^{\text{S}}\), where \(\alpha^{\text{PTC}}\) and \(\alpha^{\text{S}}\) represent the phases of the direct EWPs induced by the Coulomb interaction in the parallel two-color field and single-color field, respectively. The calculation about \(\alpha\) is extraordinarily complicated in general. However, in our two-color field, the SH field is a perturbation, and the phase for the two-color laser field is approximately equaling to that of the single-color field, i.e., \(\alpha^{\text{PTC}} \approx \alpha^{\text{S}}\). Thus, \(\delta \theta\) could be written as

\[
\delta \theta = \Delta \theta^{\text{PTC}} - \Delta \theta^{\text{S}}. 
\]

(10)

This indicates that the Coulomb interaction does not affect the shift of the interference fringes, though it influences the positions of the interference fringes. Thus, it can be canceled out safely. This point is further confirmed by the good agreement between the predictions from Eq. (10) [Figs. 4(g) and 4(h)] and the TDSE results [Figs. 4(e) and 4(f)].

For our parallel two-color field, the SH field is a weak perturbation, and thus it is a good approximation that \(\text{Im}[\alpha^{\text{PTC}}] = \text{Im}[\alpha^{\text{S}}]\) and \((\text{Re}[\alpha^{\text{PTC}}] + \text{Re}[\alpha^{\text{S}}])/2 = 1/4T_{1} + nT_{1}\), where \(n\) is an integer, and \(\text{Re}[\alpha]\) and \(\text{Im}[\alpha]\) represent the real and imaginary parts of the ionization time of the direct electron, respectively. With this in mind, we omit the superscript of \(\text{Im}[\alpha]\) in the following, and the interference shift \(\delta \theta\) in
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Eq. (10) is written as
\[
\delta \theta = \frac{2p_x F_2 \sin \varphi}{\omega_2^2} \sin \left( \omega_2 t_D[0^+] \right) \cosh(\omega_2 \text{Im}[t_0]) \\
+ \frac{-F_1 F_2 \sin \varphi}{3 \omega_2^3} \left[ \cos \left( 3 \omega_1 t_0 \right) \cosh(3 \omega_1 \text{Im}[t_0]) \right] \\
- 3 \cos \left( \omega_1 \text{Re}[t_0^+] \right) \cosh(\omega_1 \text{Im}[t_0]) \\
+ \frac{U_p^{\text{SH}} \left( 2 \text{Re}[t_0^+] - \frac{T_1}{2} \right)}{\omega_2} \left[ \frac{-U_p^{\text{SH}} \cos 2 \varphi}{\omega_2} \right] \\
\times \sin \left( 2 \omega_2 t_0 \right) \cosh(2 \omega_2 \text{Im}[t_0]).
\] (11)

Here, \(U_p^{\text{SH}} = F_2^2/4\omega_2^2\) denotes the ponderomotive energy of the SH field. In Eq. (11), \(U_p^{\text{SH}}\) is a higher-order small term, and it can be approximately dropped. Thus, \(\delta \theta\) of Eq. (11) is further simplified as
\[
\delta \theta = \frac{2p_x F_2 \sin \varphi}{\omega_2^2} \sin \left( \omega_2 t_D[0^+] \right) \cosh(\omega_2 \text{Im}[t_0]) \\
+ \frac{-F_1 F_2 \sin \varphi}{3 \omega_2^3} \left[ \cos \left( 3 \omega_1 t_0 \right) \cosh(3 \omega_1 \text{Im}[t_0]) \right] \\
- 3 \cos \left( \omega_1 \text{Re}[t_0^+] \right) \cosh(\omega_1 \text{Im}[t_0]).
\] (12)

This shows that the quantity \(\delta \theta\) maximizes at \(\varphi = 0.5\pi\), and the maximum of \(\delta \theta\) sensitively depends on \(p_x\) through the complex ionization time of direct electron. Equation (12) describes the origination of the temporal double-slit interference shift.

The periodic oscillation of \(\delta \theta\) for different \(p_x\) in Figs. 4(e) and 4(f) suggests we fit the relative phase dependence with the trigonometric function \(\delta \theta = \delta \theta_m \cos(\varphi - \varphi_m)\), where the quantity \(\delta \theta_m\) denotes the amplitude of the oscillation and \(\varphi_m\) shows the phase where \(\delta \theta\) maximizes. Technically, the two quantities can be determined by Fourier transforming \(\delta \theta\) with respect to \(\varphi\) for each \(p_x\) [64,65]. The obtained \(\delta \theta_m\) is displayed in Fig. 5(a), which enables us to resolve the temporal information of electron. For comparison, the predictions of the QO model, the QO model with artificially setting \(\text{Im}[t_0] = 0\), and the classical model [with \(I_p = 0\) in the saddle-point equation of Eqs. (9)] are also displayed in Fig. 5(a). It is shown that for the cut of \(p_x = 0\), the data from the classical model and the QO model with artificially setting \(\text{Im}[t_0] = 0\) agree well with each other but deviate seriously from the TDSE data. For the QO model, the predicted \(\delta \theta_m\) shows an excellent agreement with the TDSE result. It means that the quantity \(\delta \theta_m\) is very sensitive to the imaginary part of the ionization time. For the cut of \(p_x = 0.2\) a.u., the predicted results are almost similar to that of the cut at \(p_x = 0\).

With Eq. (12), we reconstruct the imaginary part of the ionization time of direct electron. Note that in our reconstruction, we only focused on the imaginary part of the ionization time. Previous studies have confirmed that the real part of the ionization time agrees well with the prediction of the QO model [66]. In our reconstruction, we have assumed that the real part of ionization time equals the data from QO model. The reconstructions are demonstrated in Fig. 5(b), where \(\text{Im}[t_0]\) as a function of \(p_x\). Clearly, the result for \(p_x \in [-1.4, -0.8]\) a.u agrees well with the QO model result. In the QO model, the ionization time is a complex number and its imaginary part relates to the inverse ionization rate and is interpreted as the time needed for electron passing through the tunneling barrier. In previous studies about tunneling ionization process, a zero or Keldysh time for the imaginary part of the ionization time was assumed [19,67]. In our case, there is no such assumption. We mention that the imaginary time from the QO model is consistent with the Keldysh time which was first introduced by Keldysh [15,29,68,69] and it characterizes the tunneling of the electron through a barrier formed by the atomic potential and the instantaneous electric field of the laser field. Recently, it has been reported that the imaginary time is crucial important for the electron attosecond dynamics of strong-field ionization and it closely associates to the predicted ultrafast phenomena [70,71]. Accurately retrieving this time is vital for thorough understanding the strong-field processes and for further performing their applications. In our scheme, the imaginary ionization time for the direct electron is accurately retrieved.

**IV. CONCLUSION**

In summary, with a temporal double-slit interferometer, we retrieved the time information of the direct electron in strong-field tunneling ionization. This was a complementary to previous studies, where the temporal properties for the tunneling process of the rescattering electron were reconstructed based on the recollision-induced phenomena. In our scheme, we added a weak perturbative SH to the FM driving field and monitored the shift of the temporal double-slit interference. The key point was that the complicated Coulomb interaction did not affect the interference shift and can be safely canceled. Our results showed that the response of the temporal double-slit fringes to the perturbation was very sensitive to the imaginary part of the complex ionization time of the direct...
electron. By analyzing the interference shift, the imaginary ionization time was reconstructed. The reconstruction agreed well with the time obtained from the QO model. This work provides a general tool to resolve the strong-field tunneling ionization in atoms and molecules, and it will encourage one applying the subcycle interferometer to investigate ultrafast dynamics in more complex molecules.
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